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Abstract—Energy efficiency is one of the most important 

design metrics for wireless sensor networks. As sensor data 
always have redundancies, compression is introduces for energy 
savings. However, different emphases on algorithm design 
influence the operation effect of compression under various 
applications and network environments. In order to improve 
the energy utilization efficiency for the whole network, an 
adaptive data compression is proposed in this paper, which 
realizes a real-time adjustment of compression strategy. By 
prediction and feature extraction of several relevant 
parameters, the algorithm provides optimal execution strategies 
for each sensor node in the network. The simulation results 
show that, the proposed compression scheme enables all nodes 
to complete data communication with near optimal energy 
consumptions, and the maximum deviation against the ideal 
condition is no more than 5%. Moreover, the algorithm can 
effectively act on different data precision, transmit power and 
retransmission rate to meet the dynamic requirements of the 
network with only a few costs introduced. 
 

Keyword—wireless sensor networks, data compression, 
energy efficiency, adaptive mechanism 
 

I. INTRODUCTION 
IRELESS sensor network (WSN) is an emerging and 
promising networking technique that has attracted 

more and more attention in recent years. It facilitates humans 
to sense and monitor the region of interest, and is widely used 
in many application fields such as agricultural planting, 
medical care, smart homes, ecological monitoring and so on 
[1]–[3]. 

Since the power of sensor nodes supplied by batteries is 
high-limited and not easy to complement commonly, the 
most important issue in WSNs is prolonging network lifetime 
by energy-efficient strategy. Data compression is introduced 
into WSNs due to its ability to reduce the data amount by 
exploiting the redundancy resided in sensing data [4]. 
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Meeting the application requirement as a prerequisite 
condition, such kind of in-network information processing is 
strongly recommended to decrease energy consumptions in 
data communication and prolong the lifetime of WSNs. 

However, from the implementation perspective and 
reevaluation, data compression may not achieve total energy 
savings in any case [5]. On one hand, sensor nodes are 
densely deployed which permits a low transmit power during 
data collection. On the other hand, if high-resolution data are 
required by applications, it is hard to get a satisfied 
compression ratio. Thus, in-network data compression may 
increase rather than decrease the total energy consumptions 
when the savings in communication cannot compensate the 
additional costs in data processing. Thus, a compression 
arbitration system has been proposed in [6] by which 
compression algorithm in time domain is examined carefully 
to assess its energy efficiency before compression. The case 
in which compression is unnecessary will be avoided and 
sensor node will transmit raw data directly instead of the 
compressed ones. 

Based on our previous works, it is reasonable to believe 
that data compression in WSNs should be carefully carried 
out. The variety of application scenarios will affect its 
efficiency profoundly. In order to obtain more energy savings 
for whole networks, more researches need to be done on data 
compression. Among them, the adaptability of algorithm is 
one of the most important design considerations, because it is 
an effective way to deal with the variability of different 
situations. In this paper, we pay greater attention to this 
adaptability and propose an adaptive algorithm that enables a 
real-time adjustment of compression strategy to increase the 
energy efficiency of the whole network. 

The remainder of this paper is structured as follows: in 
Section 2, we discuss the related work on the adaptability of 
compression algorithms and the motivation for our adaptive 
data compression. The proposed system and its mathematical 
analysis are presented in Section 3. The process of building 
prediction models is detailed described in Section 4, and 
subsequently, Section 5 presents the results of algorithm 
simulation and implementation using an environmental 
application. Finally, Section 6 concludes the paper. 

II. RELATED WORK AND MOTIVATION 
Most existing works enhance the adaptability of 

compression algorithm in WSNs by using tunable data 
processing methods. In these researches, data precision is 
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restricted as an error tolerance, which is specified by each 
application. The compression can be lossless or lossy for 
different needs, such as wavelet transformation [7], 
predictive compression [8], data fitting [9], discrete cosine 
transform (DCT) [10], compressive sensing [11]–[12], fuzzy 
transform [13], and so on. Moreover, some lossless 
compression methods are improved to adapt to WSN 
applications. For example, an adaptive Huffman code is 
proposed in [14] that can achieve tunable compression with 
required accuracy. 

Another meaningful work is about the energy consumption 
in compression that has received more and more attentions 
instead of compression ratio. Different from other 
applications, energy saving is the ultimate design purpose of 
WSNs in most cases. As a result, compression cannot merely 
pursue high compression ratio, but take energy costs into full 
consideration [15]–[16]. It also reflects the adapt degree to 
WSN applications. Several studies have begun to focus on 
this. In order to reduce the total energy consumptions, a 
trade-off between computation during data compression and 
communication energy is made carefully. [15] constructs 
several energy models of computation and communication 
for mathematical analysis, but gzip is adopted which cannot 
be implemented in the resource constrained sensor nodes. In 
[17], error radius of prediction algorithm are tuned for 
optimizing the desired tradeoffs between data quality and 
energy saved, and a similar work is proposed in [18] based on 
the discrete cosine transform. 

Once the energy consumption of compression is 
considered, the practicality of several algorithms will be 
greatly reduced, especially for the one with high 
computational complexity. What is more, compression itself 
cannot get energy saving in some situations. According to 
this point, we introduce a novel pre-judgment mechanism to 
data compression. Once system estimates that compression 
cannot save energy, sensor node will send raw data directly. 
A similar work is presented in [19], which decides whether 
compressing or not based on time delay. 

As shown in our previous works, using “compression 
pre-judgment” can remarkably make sensor nodes more 
energy efficiency in most cases. It also makes our 
compression system more suitable for WSN applications [20]. 
Nevertheless, this system is still insufficient in two aspects. 
Firstly, the compression arbitration in [20] focuses on a 
single node, but not a whole network. Decisions about 
whether or not to compress data are made at the node-level, 
which are not involved in the ubiquitous multi-hop 
communication mode. As a result, data receiving is neglected 
when the total energy costs are calculated and subsequently 
compared. Since data reduction not only affects the energy 
dissipation in sending, but also in receiving, it is not 
comprehensive to estimate the energy-saving benefits of 
compression algorithms without data reception at the 
network-level. 

More importantly, the compression arbitration is proposed 
under the assumption that only one compression algorithm is 
adopted in the whole network, which would be unable to 
make the best use of data compression. According to the 
evaluation results of compression algorithms presented in [5], 
different algorithms show different properties though they 

are all aimed to be used in WSNs. Take the existing 
algorithms for example: LAA [21] and predictive coding [22] 
represent one kind of algorithms that have low complexity, 
whereas their compression effects are not prominent. 
Conversely, PMC-MR [23] and LTC [9] tend to achieve 
better compression ratio at the costs of more energy losses in 
calculation. It is clear that, in those algorithms, compression 
effect and algorithm complexity are two major considerations, 
but have different emphasis during the design. This is 
probably the main reason causing the differences between 
compression algorithms. As a result, when various settings of 
applications are selected such as data type, precision 
requirement, communication quality, node location, and so 
on, energy-saving benefits obtained by compression 
algorithms are distinct. 

In summary, from the point of view of the entire network, 
it is reasonable to believe that single compression algorithm 
cannot achieve better energy efficiency. An adaptive data 
compression with tunable precision is urgently needed which 
is able to determine the optimal execution strategy according 
to different application requirements and network settings. 
Benefit from the adaptability, compression algorithms with 
distinct characteristics will be adopted to maximize energy 
savings at the network-level. 

III. ADAPTIVE COMPRESSION SYSTEM 

A. System Description 
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Fig. 1.  Framework of the adaptive compression system 

 
In order to make the best use of different compression 

algorithms for the total energy savings, a lightweight strategy 
selection mechanism is proposed in this paper. Before 
compressing, an optimal executive strategy for each sensor 
node is derived by predicting and feature extracting of all 
related parameters, which makes the whole network achieve 
energy efficiency to the greatest degree. The adaptive 
compression system framework is shown in Fig. 1. 
According to the function of each module, the whole 
procedure can be divided into four steps: 

1. Prediction modeling 
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Before deciding on the optimal strategy, two models are 
established to predict the compression ratio and compression 
time on-line. Data compression under various algorithms is 
performed during this initial stage. Compression ratio and 
execution time for each algorithm based on different datasets 
and application requirements are recorded. These data are the 
basis for the prediction model building. Since this is done 
on-line, only a few samples are used to save energy. 

2. Feature extraction 
When starting the decision-making process, three types of 

feature need to be extracted, including raw data, algorithm 
and network. Among them, data type, error tolerance and 
algorithm type, which represent the features of raw data and 
algorithm respectively, are used to calculate the compression 
ratio and the required time. Moreover, the useful information 
extracted from the network include node position, 
communication power and retransmission rate. 

3. Compression evaluation & strategy selection 
Once the required parameters are ready, system can 

evaluate all kinds of alternative strategies by calculating the 
total energy consumptions including data compression and 
data transmission from each source node to sink. The optimal 
executive strategy can be obtained based on the comparison 
results. The selected strategy leading to the lowest energy 
loss may be an alternative compression algorithm, or may not 
perform any compression. 

4. Model modification 
Since compression ratio and execution time will greatly 

influence the energy consumptions in communication and 
calculation respectively, ensuring the predict precision can 
effectively improve the accuracy of the strategy selection. In 
view of this, model modification is used to guarantee the 
accuracy of the two predictions. Raw datasets are randomly 
selected to verify the predicted results. The model parameters 
will be modified if the prediction accuracy is not satisfied. 

B. Mathematical Analysis 
In our system, the optimal strategy choosing is based on 

the total energy costs of each sensor node in data 
communication. Correct energy calculation is very important, 
because it will directly affect the judgment of the strategy. 
Thus, the energy losses in both communication and 
calculation are considered here. 
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The proposed system is analyzed where Euncomp denotes the 

energy consumption for transmitting the raw data directly 
and Ecomp denotes the total energy costs for compressing the 

same data and then transmitting the compressed one. It is 
clear that Euncomp only involve the communication costs, 
whereas Ecomp is related to the compression costs in MCU and 
the communication costs in RF module. Considering that the 
cost in RF wake-up is the same, regardless of whether 
compression is executed, it will not affect the final decision 
results. On the other hand, since the length of the frame head 
is much smaller than the data part, it also can be ignored. As a 
result, Ecomp and Euncomp can be simplified as (1) to (4). 

L denotes the original data size and CR describes the 
compression ratio which is a function of the error bound e. 
Ttran is the time cost for transmitting one byte of data and 
TMCU is the time overhead for compressing one byte, which is 
strongly dependent on e. The transmit power PTX is closely 
related to the communication distance d, while the MCU 
power PMCU and the received power PRX are approximately 
constant when the related modules work in the active mode. 
It is clear that CR (e) and TMCU (e) are obtained by the two 
prediction models. As the sink is a super node with unlimited 
energy, there is no need to consider receiving energy 
consumption for its neighbors whose hop count h is equal to 
1. The data retransmission rate γi reflects the quality of 
communication channel in the multi-hop routing. The worse 
the communication channel becomes, the higher the data 
retransmission rate is. 

(2) shows that for different compression methods, the 
characteristics of each algorithm determine the energy saving 
benefits of sensor nodes. For the compression with low 
complexity, TMCU will be very small, which leads to a lower 
computational energy costs. If sensor nodes are close to the 
sink (h is small), computational costs will account for a large 
proportion, especially when PTX is turned down for the 
short-range communication. In this regard, algorithm with 
low complexity will bring a huge advantage. With the 
increase of h, the proportion of computational costs will be 
decreased, while the corresponding communication costs is 
obviously increased. At this point, the influence of 
compression ratio on communication energy consumptions 
will directly act on the total energy costs. Therefore, 
compression algorithm, which focuses on the compression 
effect gradually, shows its energy saving advantages with the 
increase of node hops. 

IV. ADAPTIVE MECHANISM IN PREDICTION MODELING 
Accurate prediction of compression ratio and execution 

time is an important part of ensuring the correct selection of 
strategy. Thus, an adaptive mechanism is introduced into our 
proposed system. This mechanism requires fewer samples to 
build the prediction models, which makes on-line modeling 
possible. Even if the initial models are somewhat inaccurate, 
they will be adjusted adaptively to the best results. The 
adaptive mechanism is illustrated in Table I. 

The beginning of the adaptive mechanism uses an initial 
sample step with a given range. Once a new sample is ready 
for verification, the compression ratio and execution time are 
both measured. The comparison then determines whether the 
difference between the predicted value and the real one 
exceeds a preset error bound. If the prediction error is large, 
the information including the compression ratio and time 
overhead are recorded for the new model. Two prediction 
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models are rebuilt when the sample step (step) reaches the 
minimum value or the sample step is reduced continuously. 
Alternatively, the sample step is increased until the maximum 
value. 

 
TABLE I 

PROCESS OF THE ADAPTIVE MECHANISM 

Algorithm   Adaptive mechanism for prediction modeling 

1:  set an initial sample step (step)  
2:  set an allowable step range [stepmin, stepmax] 
3:  if (sample is awaiting verification) then 
4:    measure CR and TMCU 

5:    if ((|prediction error of CR|>=error bound) 
                 or (|prediction error of TMCU |>=error bound)) then 

6:      record compression ratio and time overhead for the sample 
7:      if (step == stepmin) then 
8:          rebuild the models with the recorded samples 
9:          reset step 

10:      else 
11:          decrease step 
12:      end if 
13:    else 
14:      increase step until stepmax 
15:    end if 
16:  end if 

 

V. PERFORMANCE EVALUATION 

A. Experimental setting 

In order to verify the energy saving effect of the proposed 
system, the experimental settings are confirmed, such as 
original datasets, network topology, alternative strategies and 
experimental platform. 

1. Original datasets 
Datasets from the Tropical Atmosphere Ocean Project 

(TAO) [24], which collects real-time oceanographic and 
meteorological data in the Pacific Ocean, are selected for the 
experiments. Among the various types of datasets, air 
temperature, sea level pressure and relative humidity are 
chosen because of their very different data characteristics. 

2. Network topology 
Grid-based network topology is adopted with nodes even 

distribution, as show in Fig. 2. 

 
Fig. 2. Network topology in the test 

 

The network size is 25*25, and the total number of sensor 
nodes is 625. In these nodes, sink node is located in the center 
of the whole network, which is denoted by a large solid circle. 
The rest of the nodes are homogeneous. Each source node is 
routed to the sink using SPT (Shortest Path Tree) [25]. 
Because of the even distribution, sensor nodes are assumed to 
transmit data with a uniform RF power level and 
retransmission rate. 

3. Alternative strategies 
Based on the evaluation results of data compression in [5], 

the tests select four different algorithms with better 
performances, as shown in Table II. Combined with the 
implementation of not compressed, sensor nodes can choose 
the best on from these five alternative strategies. 

 
TABLE II 

COMPRESSION ALGORITHM IN THE TEST 

Algorithm Type Remark 

Single Moving Average Predictive compression N=3 
LAA Linear regression —— 
PMC-MR Linear regression —— 
LTC Linear regression —— 

 
4. Experimental platform 
We choose MicaZ nodes as the test platform for our 

experiments. They are commonly used in WSNs. The 
processor is an 8-bit Atmel ATmega128L microcontroller, 
and the processor speed is fixed at 8MHz. As the results 
shown in [26], supply current of processor is nearly constant 
in active mode. Therefore, we consider PMCU as a fixed value 
in the test. TMCU is obtained by ATMEL AVR Studio [27]. In 
MicaZ node, a CC2420 unit is responsible for 
communicating with other nodes. It is a single-chip RF 
transceiver that operates at 2.4 GHz. According to [28], the 
data transmission rate of a MicaZ node is up to 250 kbps. 
Besides, transmit power is configurable; in that case, CC2420 
can be powered down by setting control register when 
communication distance is short. In the test, we assume that 
source nodes send information up to 100 m when the transmit 
power level is set to 31. Experimental parameters mentioned 
above are listed in Table III. 

 
TABLE III 

VALUES OF THE EXPERIMENTAL PARAMETERS 

Symbol Value Unit Remark 

d 5-100 m Outdoor monitoring 
PMCU 26.4 mW 8mA current draw 
PTX 57.42 mW PA_Level=31 
PRX 62.04 mW 18.8mA current draw 

Ttran 32 µs 250kbps data rate 

 
5. Relevant assumption 
Several reasonable hypotheses are given in our 

experiments. First, when source nodes, which are 
homogeneous, establish a communication route with the sink 
using SPT, they are able to get the communication hops h and 
the transmit power PTX. Second, accuracy requirement of the 
data is given by WSN applications, and this information is 
sent to the whole network by the sink. Third, the test network 
is uniform distribution, so the node density determines the RF 
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transmit power required by the single hop communication. 
With the failure of the nodes, the density will be reduced, and 
the RF power and data retransmission rate will be increased 
accordingly. 

B. Impact of the characteristics in data and network 
In order to explore the impact of the characteristics in 

original data and network on energy saving strategy selection, 
we choose data accuracy, transmit power level and data 
retransmission rate as test variables for the deeply analysis. 

Taking air temperature as an example, Fig. 3 shows the 
results of selecting the best compression implementation 
strategy by our adaptive compression method, which are set 
by the different data accuracy requirements, the transmit 
power level and the data retransmission rate. Among them, 
taking into account the actual situations of WSN applications, 
the variation grades of data accuracy, transmission power and 
retransmission rate are set to 1-12, 3-31, 10%-150%, 
respectively. 

Comparing Fig. 3(a) and Fig. 3(b) reflects the impact of 
the data accuracy on strategy selection. It can be seen that 
there are three alternative strategies in the results: PMC-MR, 
LTC and no compression. When the accuracy level is set 
higher (the numerical value is small), source nodes near the 
sink are more inclined to choose no compression, which is in 
good agreement with the conclusion that compression may 
not achieve total energy savings in any case. At that time, due 
to the compression algorithms cannot achieve satisfactory 
compression effect, the energy savings in communication 
may not compensate for costs in calculation. Therefore, from 
the point of view of total energy costs in nodes, transmitting 
raw data without compression will obtain lower energy losses. 
With the increase of the distance between source nodes and 
the sink, the benefit of compression is also increasing. As a 
result, the nodes tend to select the algorithm (LTC in Fig. 3) 
which has a better compression effect. 

Reducing data accuracy requirements, the effect obtained 
by data compression is gradually clear. Sensor nodes mostly 
choose to compress at first, and send the compressed data 
instead of the original ones. Furthermore, during the 
selection of different algorithms, nodes near the sink will 
make a trade-off between computational complexity and 
compression effect, whereas nodes away from the sink will 
still consider the compression effect as a primary goal. 
Therefore, from the results of Fig. 3(b), although LTC can 
achieve the minimum compression ratio among the four 
compression algorithms, source nodes near the sink still 
select PMC-MR as the best energy saving strategy in virtue 
of its high computational costs. 

Comparing Fig. 3(a) and Fig. 3(c) reflects the impact of the 
transmission power level on strategy selection. The lower the 
transmission power level is, the higher the probability that 
compression wastes the total energy costs. As a result, there 
are over 50% of the nodes do not compress the raw data in 
Fig. 3(a). With the increase of the transmission power, the 
advantage of compression in energy savings becomes more 
obvious. Thus, more nodes choose to perform the 
compression operation, as shown in Fig. 3(c). 

The impact of the retransmission rate on strategy selection 
can be seen in Fig. 3(b) and Fig. 3(d). The lower the data 

retransmission rate, the more likely that node that is close to 
the sink selects no compression. With the deterioration of 
channel quality, retransmission rate and communication 
energy costs increase correspondingly, and nodes will 
gradually tend to select the algorithm which has good 
compression effect. 

 
 

yp p
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(d) 

□: PMC-MR    +: LTC    ◊: No compression 
Fig. 3. Best compression strategy in different situations: (a) data accuracy: 
level 1; transmission power: level 3; retransmission rate: 10%; (b) data 
accuracy: level 12; transmission power: level 3; retransmission rate: 10%; (c) 
data accuracy: level 1; transmission power: level 23; retransmission rate: 
10%; (d) data accuracy: level 1; transmission power: level 3; retransmission 
rate: 100%. 
 

C. Energy-saving effect of the adaptive compression 
In order to evaluate the energy-saving effect of the 

proposed compression algorithm quantitatively, the total 
energy consumptions of the sensor nodes are measured in the 
following two cases. One is that all nodes use a single data 
compression algorithm or do not perform any compression, 
and the other is that each node adopts the adaptive 
compression to choose the best one from the five alternative 
strategies. 

In fact, if the nodes use the optimal strategy in each data 
transfer, it can be considered as the best situation of energy 
costs. Taking this ideal case as a reference, the statistical 
results of the total energy costs in different cases are 
compared in the form of maximum deviation (expressed as a 
percentage), as shown in Table IV. In this table, E, RF and γ 
represent the level of data accuracy, transmission power and 
retransmission rate, respectively. That is to say, 
E2_RF7_γ0.1 denotes that the data accuracy and the 
transmission power are in level 2 and level 7, and the 

retransmission rate is 10%. 
From the results of Table IV, it is clear that the proposed 

compression method can make the whole sensor nodes 
complete data transfer tasks with nearly optimal energy 
consumptions, no matter how the precision requirement, 
transmit power and retransmission rate change. It should 
mainly owe to the adaptive mechanism introduced into the 
data compression that uses strategy selection for energy 
efficiency. When the accuracy requirement is high, like E2, 
data compression cannot obtain a satisfied compression ratio. 
Instead of saving energy costs, compression increases the 
additional computational losses. Thus, the total energy 
consumption has a greater deviation from the optimal once 
complex compression is executed. At that time, no 
compression or compression algorithm with lower 
complexity will make the energy consumption approximate 
to the optimal. With the decrease of the accuracy requirement, 
the compression method gradually reveals the advantages of 
energy savings. More and more sensor nodes adopt 
compression methods, especially the one with good 
compression effect and low implementation complexity, and 
no compression gradually increases the degree of deviation 
from the ideal situation. 

Due to the limitation of prediction accuracy in 
compression ratio and execution time, erroneous judgment 
will inevitably occur during the process of compression 
evaluation and the following strategy selection. It also 
probably leads to that a single compression algorithm is more 
close to the optimal energy consumption than the proposed 
one in some cases, for example E10_RF7_γ0.1. But in 
general, the adaptive compression method can provide a 
relatively accurate energy efficient strategy, so that sensor 
nodes can complete data transmission under an approximate 
optimal energy costs, and the highest degree of deviation is 
no more than 5%. 

Certainly, the introduction of adaptive mechanism will 
also bring two aspects of the costs, namely the overhead of 
computation and storage. By simulation, the time cost of 
executing the proposed method once is about 0.4ms (about 
3000 clock cycles), which is approximately equal to the time 
overhead of using the LAA algorithm to compress 50 bytes 

TABLE IV 
MAXIMUM DEVIATION OF THE TOTAL ENERGY COSTS IN DIFFERENT SITUATIONS 

Parameters Forecast LAA PMC-MR LTC No comp. Adaptive comp. 

E2_RF7_γ0.1 59.84% 31.99% 36.17% 43.17% 12.99% 4.77% 
E2_RF7_γ1.0 32.07% 17.66% 15.69% 19.32% 13.89% 3.07% 
E2_RF15_γ0.1 46.78% 25.17% 26.51% 31.94% 13.17% 4.00% 
E2_RF15_γ1.0 25.69% 14.64% 11.08% 13.86% 13.99% 3.08% 
E2_RF23_γ0.1 38.07% 20.66% 20.07% 24.45% 13.32% 3.54% 
E2_RF23_γ1.0 21.57% 13.68% 8.15% 10.36% 14.07% 3.08% 
E5_RF7_γ0.1 52.98% 40.97% 15.70% 32.13% 48.00% 4.96% 
E5_RF7_γ1.0 34.34% 41.80% 5.89% 12.47% 49.56% 3.83% 
E5_RF15_γ0.1 43.44% 41.13% 9.29% 22.33% 48.30% 3.87% 
E5_RF15_γ1.0 32.76% 41.89% 5.86% 9.84% 49.73% 3.76% 
E5_RF23_γ0.1 37.61% 41.27% 5.69% 16.16% 48.56% 3.64% 
E5_RF23_γ1.0 32.77% 41.97% 5.88% 8.41% 49.88% 3.78% 
E10_RF7_γ0.1 64.93% 97.17% 3.37% 40.58% 133.31% 3.55% 
E10_RF7_γ1.0 65.65% 99.70% 3.79% 24.36% 137.68% 3.79% 
E10_RF15_γ0.1 65.04% 97.57% 3.43% 36.29% 134.01% 3.43% 
E10_RF15_γ1.0 65.59% 99.50% 3.75% 26.82% 137.34% 3.75% 
E10_RF23_γ0.1 65.14% 97.93% 3.49% 32.92% 134.62% 3.49% 
E10_RF23_γ1.0 65.78% 99.85% 3.81% 24.44% 137.77% 3.81% 
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of raw data. Since the execution frequency of the method 
depends on the change frequency of error tolerance, transmit 
power and retransmit rate, it can be considered that the 
computational energy consumptions of the adaptive 
mechanism is acceptable. 

On the other hand, the implementation of the adaptive 
mechanism is based on a set of alternative strategies. 
Therefore, it needs to embed all kinds of alternative strategies 
into sensor nodes. Through the realization of each 
compression algorithm, the storage overhead is obtained, as 
shown in Table V. Compared to the overhead of data 
acquisition and communication (about 12540 bytes), the 
storage cost of the adaptive mechanism is also acceptable. 

 
TABLE V 

STORAGE OVERHEAD OF COMPRESSION ALGORITHMS 

Algorithm Storage cost Unit 

Single Moving Average 902 byte 
LAA 356 byte 
PMC-MR 690 byte 
LTC 2490 byte 

 

VI. CONCLUSION 
Different emphases on algorithm design will influence the 

energy efficiency of data compression under various 
applications and network environments. In order to raise the 
energy efficiency of data compression for the whole network, 
this paper presents an adaptive data compression with tunable 
precision, which enables a real-time adjustment of 
compression strategy. 

By the prediction and feature extraction of the relevant 
parameters, the method can provide the optimal energy 
saving strategy for different sensor nodes. Experimental 
results show that, by means of the network level 
energy-saving improvement, all nodes can complete the data 
transfer task with near optimal energy consumptions, and the 
deviation degree is no more than 5%. Furthermore, the 
method only introduces low costs in computation and storage, 
and can effectively act on different error tolerance, transmit 
power and retransmission rate to meet the dynamic 
requirements of the network. 
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Abstract—High definition (HD) camera is widely used in 

surveillance systems. An HD camera with optical zoom is 
useful for monitoring a large area. However, it is inconvenient 
for a user to manually control the optical zoom for a long time. 
To exploit the functionality and extend the application 
domains of a HD camera, the zooming should be controlled 
automatically. Therefore, an automatic zooming mechanism is 
proposed in this paper. When the number of an object is small 
in the field of view (FOV) of the camera and an object is 
moving through the FOV, the zoom is controlled for capturing 
the object as clear as possible. A clear object image is useful 
for related image-based services, such as face recognition. In 
order to achieve the above goal, a Gaussian Mixture Model 
(GMM), temporal image differencing, a CamShift tracking 
method, and a Kalman filter are utilized for object detection 
and tracking. Then, an adaptive neuro-fuzzy inference system 
(ANFIS) is used to learn and determine a suitable value for 
adjusting the zoom. According to the experimental study of 
the prototype, the results show that the proposed mechanism 
is useful to capture the clear images of moving objects in a 
practical environment. A face detection algorithm is also used 
to demonstrate the feasibility of the captured clear images. 
 

Keywords—Object tracking, Surveillance system, 
Intelligent video surveillance, Neural network 

I. INTRODUCTION 

urveillance systems are widely adopted for security and 
safety consideration. In most of cases, surveillance 

cameras are connected to the internet and called IP (Internet 
Protocol), or network cameras. The development of 
hardware technology also increases the image quality of a 
camera to high definition (HD). An HD quality image is 
useful for many related image-based functions, such as face 
recognition. There are mainly two types of camera 

commonly used in a surveillance system, fixed cameras and 
active cameras. A fixed camera can only be used to monitor 
a fixed area. On the other hand, an active camera is 
equipped for pan/tilt/zoom operations. Such a camera can 
be used to monitor a large area. However, an active camera 
is inconvenient to be manually controlled for a long time 
period. These two types of cameras are shown in Fig. 1. A 
control mechanism must be designed for specific 
applications, e.g., moving object tracking, smoke/flame 
detection. 

  
(a)             (b) 

Fig. 1. Two types of cameras (a) fixed camera (b) active camera 
 

In this study, an automatic zooming mechanism is 
proposed for tracking a moving person and capturing clear 
images, using a HD fixed camera with an optical zooming 
lens. The mechanism enables the facility to capture a clear 
image of a moving person during the tracking period. An 
example shown in Fig. 2 is used to illustrate the 
implemented system. A fixed HD camera is used to monitor 
a square at a distance. The distance is about 100 meters in 
the experimental site. When a person is moving through the 
square, the person is blurred and difficult to identify from 
his face if the zoom is also fixed at wide-angle. If the 
zooming function can be controlled to track the person as 
shown in Fig. 2(a), a series of images as shown in Fig. 2(b) 
can be easily captured. For these six captured images, the 
leftmost and rightmost images are still blurred. However, 
two clear images can be captured as shown in the series of 
the images. The clear images are useful for the related 
image-based functions or services, such as face recognition. 
Basically, the HD camera is controlled to zoom in when a 
person is moving toward to the center of the square. 
Oppositely, the camera is controlled to zoom out when the 
person is moving away from the center of the square. 

In order to achieve the above purpose, an adaptive 
neuro-fuzzy inference system (ANFIS) is used to design the 
zoom controller in the zooming mechanism. The zoom 
value and location of the moving person in a real-time 
image are input to the ANFIS. Accordingly, a suitable value 
for adjusting the zoom is derived and submitted to the 
camera. The zoom is controlled to be as large as possible 
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and to capture the image as clear as possible. 
 

   

   

(a) 

      

(b) 

Fig. 2. The demonstration of the automatic zooming mechanism (a) 
moving person tracking (b) captured images 

The remainder of this paper has been organized as 
follows: Section 2 reviews related work; Section 3 presents 
the method of the proposed zooming mechanism; Section 4 
describes the experimental study; and Section 5 presents 
the conclusion and the need for future work as indicated by 
the results of this study. 

II. RELATED WORKS 

Several previous studies related to HD cameras are 
discussed here. Methods or systems were proposed for 
various requirements under some specific environments. 
These studies are helpful to increase the functionalities of 
HD cameras. For example: S. C. Chan et al. proposed an 
intelligent video surveillance (IVS) system in a multi-HD 
camera environment [1]. Every HD camera was connected 
to a proposed FPGA (Field Programmable Gate Array) 
board. This board was designed to handle some basic 
functions of pattern recognition, such as background model 
establishment, foreground object detection and tracking. 
The results were then transmitted to a server for handling 
advanced analysis functions with high-computing needs, 
such as consistent labeling of objects cameras or computing 
of image depth information.  

G. Scotti et al. proposed a pedestrian classification 
system, called panoramic scene analysis (PSA) system, by 
integrating omni-directional cameras and HD PTZ 
(Pan-Tilt-Zoom) cameras [2]. The PTZ camera can monitor 
a large area by using its rotation and zooming functions. It 
can also provide HD images of pedestrians. Firstly, PSA 
system transformed the polar image to a wide-view 
panoramic image. Then, the system classified the moving 
objects into pedestrians or vehicles. The PSA system 
controlled the PTZ camera to track all the pedestrians 

Besides, M. S. Sayed and J. G. R. Delva proposed an 
efficient intensity correction algorithm for HD images [3]. 
The trend of surveillance systems is toward low cost, high 
efficiency, and high resolution. Many intelligent 
surveillance functions, such as intrusion detection, should 
be built in the HD camera for providing efficient response 
or alarm. However, most of the function can only perform 
well under fixed light condition. Therefore, the proposed 
intensity correction algorithm is useful to increase the 
robustness of the intelligent functions. The correction can 
be either global or local. An apparent gain factor is defined 
for intensity correction. The algorithm is also realized in 
Xilinx Spartan3A digital signal processor (DSP) 

XC3SD3400A device. The results showed that the 
algorithm can process 1080p (19201080) images at 30 
frames per second (FPS). 

According to the above studies related to HD cameras, 
the method or system design must take into account the 
high computing load on processing HD image. In this paper, 
the design of zooming mechanism not only speeds up the 
processing of HD images, but also integrates the tracking 
technique and fuzzy controller for an HD camera with 
optical zoom in order to increase the feasibility of HD 
camera in the practical environment. 

 

III. METHOD 

In order to design an automatic zooming mechanism 
for a HD fixed camera, two basic steps are performed. One 
is foreground object detection and tracking, the other is 
zoom control. After several attempts to achieve the desired 
results, the final process is depicted in Fig. 3.  Firstly, the 
foreground moving objects are detected. When an object is 
detected, its template is extracted for tracking. CamShift 
tracker is used in this process. Then, the location and 
moving direction of the object is estimated and input to the 
ANFIS zoom controller. A suitable delta zoom value for 
zoom-in or zoom-out is submitted to the HD camera. These 
main steps are presented in the following subsections. 

Moving Object
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Fig. 3. The process of the proposed automatic zooming mechanism 

A. Object detection phase 
Foreground object detection is the first step for 

zooming control. Two popular methods are used in this step, 
background subtraction and temporal differencing. In this 
paper, the object detection is performed only in the 
wide-angle mode. In order to avoid the influence of the 
environmental brightness, the Gaussian Mixture Model 
(GMM) is used to construct the background model. Then, 
the real-time image is subtracted with the background 
image to detect the foreground objects. Several 
morphological operations are also used to generate clear 
foreground objects.  

In GMM, a set of Gaussian distributions is used to 
represent the distribution of pixel values [4]. The model can 
be represented using Eq. (1). 

 
𝑝(𝑥𝑁|λ) = ∑ 𝑤𝑖g𝑖(𝑥𝑁)𝑀

𝑖=1   (1) 
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Here, 𝑝(𝑥𝑁|𝜆) is formed by M probability density 
functions of GMM. Notation x represents the input data and 
N is the number of input data.  𝜆  is formed by 
{𝑤𝑖 , 𝜇𝑖 , Σ𝑖}, 𝑖 = 1,2, … , 𝑀 , where wi is mixture weighted 
value, 𝜇𝑖 is the average vector, Σ𝑖  is covariance matrix. 
g𝑖(𝑥) represents the i-th density function of the Gaussian 
distribution. The initial values of M, 𝜇 , Σ, and 𝑤  are 
determined by using the K-means algorithm. Then, 
Maximum likelihood estimation (MLE) method is used for 
updating the values to obtain the best results. The density 
function of GMM is represented in Eq. (2). 

 
𝐸(𝜆) = ln(∏ 𝑃(𝑥𝑖)

𝑛
𝑖=1 ) = ∑ ln𝑃(𝑥𝑖)

𝑛
𝑖=1  (2) 

 
Then, expectation maximization (EM) algorithm is 

used to find the maximal value iteratively, as shown in Eq. 
(3). 

 

𝛽𝑚(𝑥) = 𝑝(𝑚|𝑥) =
𝑤𝑚g(𝑥|𝜇𝑚,Σ𝑚)

∑ 𝑤𝑗g(𝑥|𝜇𝑗,Σ𝑖)𝑀
𝑗=1

   (3) 

 
 𝛽𝑚(𝑥) is the generating function of m-th Gaussian 
distribution. 𝑤𝑚 , 𝜇𝑚 , and Σ𝑚  are the parameters to be 
estimated and can be obtained by Eq. (4)-(6): 
 

𝜇𝑚 =
∑ 𝛽𝑚(𝑥𝑖)𝑥𝑖

𝑛
𝑖=1

∑ 𝛽𝑚(𝑥𝑖)
𝑛
𝑖=1

    (4) 

 
 

Σ𝑚 =
∑ 𝛽𝑚(𝑥𝑖)(𝑥𝑖−𝜇𝑚)(𝑥𝑖−𝜇𝑚)

𝑇𝑛
𝑖=1

∑ 𝛽𝑚(𝑥𝑖)
𝑛
𝑖=1

   (5) 

 
𝑤𝑚 =

1

𝑛
∑ 𝛽𝑚(𝑥𝑖)

𝑛
𝑖=1                (6) 

 
 Finally, the results of the above three parameters are 
applied to Eq. (3) to check whether or not the convergence 
condition is satisfied. If it is not satisfied, the iteration of 
EM algorithm is repeated.  

An example of foreground object detection is shown 
in Fig. 4. The background image constructed by using 
GMM is shown in Fig. 4(a). The real-time image shown in 
Fig. 4(b) is subtracted by the background image and the 
result is shown in Fig. 4(c), which contains some noise or 
fragments. After the processing of morphological 
operations, including erosion and dilation, the final result is 
shown in Fig. 4(e), which is a clear detection. 

  

(a)            (b) 

   

(c)             (d)              (e)  

Fig. 4. An example of foreground object detection (a) GMM background 
image (b) real-time image (c) background subtraction (d) erosion (e) 

dilation 

B. Object tracking phase 
After an object is detected, the next step is object 

tracking. CamShift tracking algorithm is used in this step. 
CamShift algorithm combines basic mean-shift algorithm 

with an adaptive region sizing step [5]. In general, the size 
of a moving object is varied during tracking. CamShift 
algorithm can reduces the error caused by the change of 
object size in the mean-shift algorithm. It searches the most 
likely region, which is most similar to the template, in an 
area. Assume the template image at time t is denoted as Ft. 
The probability distribution of Ft is denoted as P(t). The 
centroid of Ft1 and P(t) is used to search the new location 
of the template in the CamShift algorithm. In order to 
achieve the above goal, the zero order moments (M00) and 
the first order moments (M01 and M10) are estimated by 
using Eq. (7)-(10): 

 
𝑀00 = ∑ ∑ 𝐼(𝑥, 𝑦)𝑤

𝑥
ℎ
𝑦      (7) 

 
𝑀10 = ∑ ∑ 𝑥𝐼(𝑥, 𝑦)𝑤

𝑥
ℎ
𝑦    (8) 

 
𝑀01 = ∑ ∑ 𝑦𝐼(𝑥, 𝑦)𝑤

𝑥
ℎ
𝑦    (9) 

 

𝑋𝑐 =
𝑀10

𝑀00
，𝑌𝑐 =

𝑀01

𝑀00
   (10) 

 
I(x, y) is the pixel intensity at the location (x, y) of Ft. 

h and w represent the height and width of the search area, 
respectively. Xc and Yc represent the moving distance in the 
X and Y direction, respectively. The above process is 
repeated until the convergence of the location (Xc, Yc) is 
achieved. An example of such a convergence is shown in 
Fig. 5. 

 
Fig. 5. Convergence of the location (Xc, Yc) in the CamShift algorithm 

A series of (Xc, Yc) can be obtained in the above 
CamShift algorithm. However, the location is unstable due 
to the influence of noise or environment brightness. So, a 
Kalman is used to smooth the tracking results. The filter is 
described in the following equations [6]. 

 
�̂�𝑘

− = 𝐴�̂�𝑘−1 + 𝐵𝑢𝑘−1  (11) 
 

𝑃𝑘
− = 𝐴𝑃𝑘−1𝐴𝑇 + 𝑄   (12) 

 
𝐾𝑘 =  𝑃𝑘

−𝐻𝑇(𝐻𝑃𝑘
−𝐻𝑇 + 𝑅)−1  (13) 

 
�̂�𝑘 =  �̂�𝑘

− +  𝐾𝑘(𝑧𝑘 − 𝐻�̂�𝑘
−)   (14) 

 
𝑃𝑘 = (𝐼 −  𝐾𝑘𝐻)𝑃𝑘

−   (15) 
 

where �̂�𝑘
− is a priori state estimate at step k given 

knowledge of the process prior to step k, �̂�𝑘 is a posteriori 
state estimate at step k given measurement. zk The matrix A 
relates the state at the previous time step k-1 to the state at 
the current step k, and matrix B relates the optional control 
input uk to the state x. Pk is estimate error covariance, Kk is 
Kalman gain, Q is process noise covariance, and R is the 
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measurement noise covariance. Eqs. (11) and (12) are time 
update equations. Eqs. (13)-(15) are measurement update 
equations. An application of Kalman filter is shown in Fig. 
6. A series of y coordinates is processed by the Kalman 
filter. The original coordinates in blue are smoothed into 
the curve in red. 

 
Fig. 6. An application of Kalman filter 
(parameters Q=0.001 and R=0.0001) 

C. Zooming mechanism 
For the zoom control of an HD fixed camera, the 

camera should be zoomed in when the object is moving 
toward the center of FOV. Oppositely, the camera should be 
zoomed out when the object is moving away from the 
center of FOV. Therefore, a fuzzy controller is used for the 
zooming mechanism. In advance, the settings of fuzzy rules 
and membership functions are the main challenge on 
designing the fuzzy controller. The adaption of a fuzzy 
controller from one environment to another is also an issue. 
According to the above considerations, an adaptive 
neuro-fuzzy inference system (ANFIS) is used on the 
design of automatic zooming mechanism [7]. The 
first-order Sugeno fuzzy model is used in ANFIS. The 
structure of ANFIS is shown in Fig. 7. 
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Fig. 7. The structure of ANFIS 

ANFIS is a five-layered structure. Every layer is 
described as follows: 
1) The first layer is input layer. Every node in this layer is 

an adaptive node with a node function represented in Eq. 
(16). 
 

𝑂1,𝑖 = 𝜇𝐴𝑖(𝑥), for 𝑖 = 1,2, or    
     𝑂1,𝑖 = 𝜇𝐵𝑖−2(𝑦), for 𝑖 = 3,4  (16) 

 
where O1,i is the membership value of the input x 

or y corresponding to the fuzzy set Ai or Bi. The 
parameters in this layer are called premise parameters. 

2) The second layer is rules. All the nodes are fixed node, 

denoted as . Its output equals the multiplication of all 
the input as represented in Eq. (17). The output 
represents the strength of the rule. 
 

 𝑂2,𝑖 = 𝑤𝑖 = 𝜇𝐴𝑖(𝑥)𝜇𝐵𝑖(𝑦), 𝑖 = 1,2  (17) 
 

3) The third layer is the normalization layer. The nodes are 
denoted as N. In a node i, the ratio of the strength of i-th 
rule to the strength of all the rules are computed using 
Eq. (18). The output is the normalized firing strength. 
 

𝑂3,𝑖 = 𝑤𝑖̅̅ ̅ =
𝑤𝑖

𝑤1+𝑤2
, 𝑖 = 1,2      (18) 

 
4) The forth layer is inference layer of consequence. The 

node i in this layer is also an adaptive node with the 
node function represented in Eq. (19). 𝑤𝑖̅̅ ̅ is the output 
and {𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖} is the parameter set. All the parameters 
are called consequence parameters. 
 

𝑂4,𝑖 = 𝑤𝑖̅̅ ̅𝑓𝑖 = 𝑤𝑖(𝑝𝑖𝑥 + 𝑞𝑖𝑦 + 𝑟𝑖), 𝑖 = 1,2   (19) 
 

5) The fifth layer is output layer. There is only one node in 
this layer denoted as . The output is the summation of 
all the outputs in the previous layer as represented in Eq. 
(20). 
 

𝑂5,1 = ∑ 𝑤𝑖̅̅ ̅𝑓𝑖𝑖 =
∑ 𝑤𝑖𝑓𝑖𝑖

∑ 𝑤𝑖𝑖
          (20) 

 
 Although ANFIS is more complicated than the 
conventional fuzzy inference system, it cannot be applied to 
any fuzzy inference applications unless the following 
criteria are satisfied:  
1) The ANFIS structures must be the first-order or 

zero-order Sugeno models. 
2) Singleton output: A weighted average method is used 

for defuzzification. 
3) Different rules cannot be applied to the same 

membership function. 
4) The weight of all the rules is the same. 

Sugeno models apply polynomial functions to 
construct the consequent values. A weighted average 
method defuzzification method is used to generate the final 
result. 

The construction of the fuzzy inference system (FIS) 
is based on the subtractive clustering method. The 
parameters, including range of influence, squash factor, 
accept ratio, and reject ratio are set to 0.2, 1.25, 0.5, and 
0.15, respectively. When the FIS is initialized, a set of a 
series of zoom values is collected. During the period of an 
object moving through the monitoring area of HD camera, 
the zoom values of manual control are recorded. Then, a 
fuzzy error backpropagation algorithm is used to learn the 
fuzzy control rules membership functions. The errors are 
propagated backward from layer to layer through the node 
links. A steepest descent method is used to decrease the 
error by updating the weights in the neurons of the different 
layers. The parameters, error tolerance and epochs, are set 
to 0.001 and 10000, respectively. According to the moving 
directions of foreground objects, four fuzzy controllers are 
learning separately. The inputs of the controller include the 
current zoom value and location. The training results are 
shown in Fig. 8. The blue circles represent the training data 
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and the red circles represent the training results. There are 
600 training data, including 200, 200, 100, and 100 data for 
left, right, up and down directions separately. When an HD 
camera is installed at a different environment, a fuzzy 
controller can still be trained based on the above process. 

  
(a)                            (b) 

  
(c)                            (d) 

Fig. 8. The training data and results based on zoom value and location (a) 
up (b) down (c) left (d) right 

Another set of fuzzy controllers are also trained using 
the zoom value and moving speed of an object as inputs. 
The training data and results are shown in Fig. 9. There are 
four controllers for different directions. However, the zoom 
value is not close related to the moving speed. Therefore, 
the errors of these controllers are larger than the previous 
controllers shown in Fig. 8. The maximal zoom value can 
be achieved during the moving period is smaller than the 
previous controllers. It causes the captured image is also 
less clear than that captured by using the previous 
controllers. So, the previous controllers are chosen in the 
design of zooming mechanism. 

 

  
      (a)                          (b) 

  
      (c)                          (d) 

Fig. 9. The training data and results based on zoom value and moving 
speed (a) up (b) down (c) left (d) right 

IV. EXPERIMENTAL STUDY 

An experiment is designed to evaluate the performance 
of the automatic zooming mechanism. The experiment 
design and results are presented in the following 
subsections. 

A. Experiment Design 

The experiment is conducted on a commercial HD 
camera (AXIS Q1755) and a prototype implemented using 
Visual C# 2012, MATLAB R2012a and the EmguCV. The 
screenshot of the prototype is shown in Fig. 10. The 
prototype is executed on a PC with i3-550 3.2GHz CPU 
and 6GB RAM. 

 
Fig. 10. The screenshot of the prototype 

The area marked with  is the basic control of the 
HD camera. The area marked with  is the functions of the 
automatic zooming mechanism. The checkbox 
“Auto-Select” enables the system to select a moving object 
automatically. The checkbox “Auto-Zoom” enables the 

automatic zooming mechanism. The area marked with  is 
the result of the foreground object detection and the setting 
of parameters. The area marked with  is the real-time 
image of HD camera. The area marked with  is the 
tracking template of an object. The area marked with  is 
the captured images of a moving object under different 
zooms. 

There are totally 70 tests in the experiment. 50 tests 
are objects moving in horizontal direction and 20 tests are 
objects moving in vertical direction. The tests of horizontal 
moving are larger than those of vertical moving because 
most of the objects are moving in horizontal direction. A 
moving object is selected randomly in a square and the 
automatic zooming mechanism is enabled. The zooming 
mechanism adjusts the zoom every 600 and 800ms for 
horizontal and vertical moving, respectively. For the 
vertical moving of objects, the frequency of zoom 
adjustment is lower because the object size and location is 
more stable, compared with the horizontal moving. For 
further analysis, the images of the tracking object are 
captured before the zoom adjustment as well.  

B. Experiment Results 

When the automatic zooming mechanism of the 
prototype is enabled, the zoom of the HD camera is 
controlled to capture the object image as clear as possible. 
Two examples of the captured images with two different 
moving directions are shown in Fig. 11 and Fig. 12. The 
image resolutions are increasing when the object is moving 
toward the center and then decreasing when leaving the 
center. 

      

(a)    (b)       (c)           (d)     (e)  (f) 

Fig. 11. A series of images captured when the object is moving left (a) 0s 
(b) 3.8s (c) 5.2s (d) 5.3s (e) 8.9s (f) 11.8s 

 

 

 

 

  
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(a)     (b)      (c)          (d)          (e)        (f)    (g) 

Fig. 12. A series of images captured when the object is moving down (a)0s 
(b)1s (c)4s (d)5.1s (e)6.6s (f)7.7s (g)9.7s 

The results are analyzed based on the captured images 
collected in the experiment. There are three results 
described below: 
1) The processing time: The average processing time of 

all steps are computed. An HD image is usually resized 
to shorten the processing time. 

2) The maximal zoom value: For every tracking, the 
maximal zoom value is recorded and counted to realize 
the performance of the automatic zooming mechanism. 
A higher zoom value means that the zooming 
mechanism is effective to control the optical zoom of 
an HD camera. 

3) The maximal height of an object: The larger the height 
of an object is, the clearer is the object quality. 
Therefore, the maximal height of an object is recorded 
and counted. 
Firstly, the processing time of an image in each step is 

recorded. In order to reduce the computing load of an HD 
image, the image is resized to 640480. The average time 
of the foreground object detection, CamShift tracking, and 
zoom control is 7.96 ms, 3.11 ms, and 2.65 ms, respectively. 
It shows that the proposed zooming mechanism is efficient.  

The largest zoom value of the HD camera is 10,000. 
The maximal zoom values of object tracking are recorded 
for horizontal and vertical moving separately. These values 
are summarized by counting the ratio of the maximal 
values larger than a specific value. The results are depicted 
in Fig. 13. For the curve of the horizontal moving, it shows 
that all the maximal zoom values are larger than 3,000 
(100%). The ratio remains high (92%) for the zoom value 
6,000. For the zoom value 7,000, the ratio is decreased to 
80%. For the vertical moving, the object in the image is 
stable. The zooming mechanism is able to achieve higher 
zoom than the horizontal moving. So, the ratio of vertical 
moving is always higher than the ratio of horizontal 
moving. The results show that the zooming mechanism can 
achieve a quite high zoom value for capturing clear images. 

 
Fig. 13. The percentage of the maximal zoom values 

The maximal height of an object is also recorded. 
The distributions of the maximal heights of two kinds of 
moving directions are shown in Fig. 14. For the horizontal 
moving, most of the heights are within 350 to 500 pixels. 
Oppositely, most of the heights are within 500 to 600 pixels 
for the vertical moving. It is caused by the same reason that 
vertical moving is more stable. 

Some examples of the captured images with the 
maximal height are shown in Fig. 15(a) and (b). They 
illustrate that the object images can be identified clearly. 

 
Fig. 14. The distributions of the maximal heights 

    

(a) 

    

(b) 
Fig. 15. The captured images with various heights (a) horizontal (b) 

vertical 

Besides, 20 captured images with maximal zoom 
value of the vertical moving are processed for face 
detection algorithm. The detection algorithm is based on 
the skin regions and the geometric constraints, such as ratio. 
The detection algorithm is implemented by using OpenCV 
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library. All of them can be detected successfully as shown 
in Fig. 16 since their zoom value is larger than 6,000. 
Several examples are also shown in Fig. 17. When the face 
is detected, the detection result is marked by a red circle. 
These results demonstrate that the proposed automatic 
zooming mechanism is useful to capture clear images for 
related image-based services, such as face recognition. 

 
Fig. 16. The zoom values of successful face detection 

    

Fig. 17. Examples of the captured images applied to face detection 

Besides, the time spans between two successive zoom 
adjustments are also recorded. The distributions of time 
spans for horizontal and vertical directions are shown in 
Figure 18. The x-axis represents the time span in 
milliseconds and the y-axis represents the counts of 
adjustments. The time spans of horizontal direction are 
about 1,400 to 1,600 milliseconds. The time spans of 
vertical directions are about 1,700 to 1,900 milliseconds. 
The moving of an object in the vertical directions is stable 
and causes the time spans can be longer than that of 
horizontal direction. The time span is also related to the 
training data of ANFIS. If the time spans of manual zoom 
adjustments can be shorten, the time spans of the automatic 
zooming mechanism can be shorten, too. The maximal 
zoom values will be possibly higher than the current 
mechanism.  

 
Fig. 18. The distribution of time span between zoom adjustments 

 

V. CONCLUSION 

HD cameras are widely used in a surveillance system. 
In this paper, an automatic mechanism is proposed for the 
HD fixed camera with zooming capability. When an object 
is moving through the FOV of the camera, a clear image 
can be captured and preserved. The mechanism consists of 
the object detection, CamShift tracking, ANFIS algorithm, 
and fuzzy controller. ANFIS is used to help the fuzzy 
controller learn the fuzzy rules and membership functions 
from the manual control data. The mechanism can be used 
in a new environment based on the same learning process. 

According to the experiment results, the maximal 
zoom values of 80% tests can reach 7,000. It ensures that a 
high resolution image of the moving object can be captured. 
Furthermore, the average processing time of the mechanism 
is efficient, about 13.7ms. The face can also be detected 
successfully in the captured images. It demonstrates that 
the images captured by the automatic zooming mechanism 
are feasible for image-related services. Many related 
services, such as license plate recognition (LPR), can be 
applied to such HD fixed cameras. 

In the experimental study, it is found that the zooming 
mechanism is directly influenced by the object tracking. 
The tracking accuracy will be enhanced in the future to 
increase the performance of the mechanism. 
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Abstract—This paper analyses the very high system throughput
of IEEE 802.11ac by taking into consideration the key features of
MAC and PHY layers under a Multiple In Multiple Out (MIMO)
channel. Throughput at the MAC layer is calculated from the
transmission probability, contention window and transmission
stage. Likewise, the new critical attributes of 802.11ac PHY (i.e.
modulation and coding schemes, spatial streams, and channel
bandwidth) are used to determine the throughput at the PHY
layer. To this end, a theoretical model is formulated at the MAC
and PHY layers followed by a system model of MIMO multipath
fading channel for 802.11ac. The system model is verified by sim-
ulation analysis. The results compare theoretical and simulation
findings for different sets of parameters. Furthermore, important
trends and trade-offs are identified between system throughput
and (MAC + PHY) features as a function of number of contending
stations and payload size. The system throughput of 802.11ac
networks is significantly improved due to the addition of new
PHY features. However, the system may degrade upto 50% in
terms of symbol reception in case of a high error-prone MIMO
channel. The performance of 802.11ac systems is also analyzed
under different MIMO TGn channel models in terms of Packet
Error Rate (PER). Thus based on our simulation results, an
appropriate channel model can be chosen for 802.11ac network
under a given configuration to achieve a better performance.

Keywords—Performance, analysis, throughput, MAC, physical,
MIMO, multipath, fading, transmission probability, contention
window, modulation, coding, spatial streams, channel bandwidth,
channel model

I. INTRODUCTION

Gigabit Wireless Local Area Networks (WLAN) is a state-
of-the-art technology based on the emergence of new IEEE
standard i.e., 802.11ac [1]. The standard achieves Very High
Throughput (VHT) with the aid of efficient Modulation and
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Coding Schemes (MCS) such as 256-Quadrature Amplitude
Modulation (QAM), explicit transmit beamforming, enhanced
Multiple Input Multiple Output (MIMO) technology, and large
bandwidth. Most of the leading vendors and manufacturers
have already implemented 802.11ac in their Wi-Fi chipsets
[2]. 802.11ac operates in 5 GHz band and can support a high
data rate up to 6.933 Gb/s.

Currently, most of the literature available on 802.11ac
focuses on improving the underlying technology of 802.11ac.
This includes but is not limited to exploring Single User (SU)
and Multi User (MU) MIMO, adding new Spatial Streams
(SS), improving frame aggregation techniques, channel bond-
ing, and incorporating advanced modulation and coding tech-
niques in 802.11ac. In [3], a review of PHY layer features
of 802.11ac is presented. The performance of MU-MIMO is
analysed via a testbed. However, the chips used in the exper-
iment are based on 802.11n [4]. In [5], the authors present
a performance analysis of energy efficiency and interference
in 802.11ac. It is shown that larger channels consume more
power while the addition of more SS is energy efficient.
However, the performance measurements are not verified by
any theoretical model. Although a comparison of 802.11ac
and 802.11n is drawn in [6] in terms of different frame
aggregation techniques, other key features of 802.11ac have
not been explored. Similarly, [7] discusses the requirement
in MAC modifications and enhancements for downlink MU-
MIMO transmission. In particular, it introduces the technique
of enhancing Transmit Opportunity (TXOP) and the revised
backoff procedures. In the same manner, the authors of [8]
present a review of how the capacity can be estimated and op-
timized using Ekahau Site Survey tool in 802.11ac. Similarly,
[9] presents a performance comparison between 802.11n and
802.11ac in terms of throughput for three MAC frame aggrega-
tion techniques under constant PHY conditions. For the most
part, 802.11ac outperforms 802.11n due to its larger frames in
error-free channel. On the contrary, the optimal frame size is
determined by bit error in error-prone channel conditions. The
paper however, considers only the frame size instead of other
key factors of MAC and PHY layers. Similarly, an overview of
static and dynamic channel selection methods is demonstrated
in [10] with the help of simulations. It is shown that dynamic
selection of a primary channel achieves high throughput for
802.11ac when other stations operating in 802.11a/n occupy
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the secondary channel. However, the simulation is performed
in an ideal environment without taking into consideration the
effects introduced by PHY and channel impairments.

Previous work addresses the individual features of 802.11ac.
However, a comprehensive performance analysis of 802.11ac
is important in order to estimate the achievable throughput.
This paper extends our previous work [11] and considers
several new features of 802.11ac (i.e., MCS, channel band-
width, spatial stream) which can be a baseline to determine the
system level throughput of an 802.11ac wireless network. To
this end, a theoretical analysis based on both MAC and PHY
layers is presented under a MIMO channel which is followed
by simulation results. The paper thoroughly investigates the
impacts of different features of 802.11ac on system throughput
under different set of parameters. In addition, it provides
a baseline model to measure the MAC and PHY layers
performance of 802.11ac in terms of aggregate throughput.
The impact of TGn channel models on the performance of
802.11ac is also presented for a complete networked system
analysis of VHT.

The remainder of this paper is organized as follows: A brief
overview of 802.11ac is discussed in section II. Section III
describes a theoretical system model, MIMO channel model
of 802.11ac and simulation set up. In Section IV, results and
discussions are presented. Lastly, the paper is concluded in
Section V.

II. OVERVIEW OF IEEE 802.11AC

There are three key features that lead to VHT in 802.11ac.
Each of them is described as follows:

A. More Spatial Streams(SS)
802.11ac has increased the number of SS from 4 in 802.11n

up to 8 at PHY layer in MIMO Orthogonal Frequency Division
Multiplexing (OFDM). There are three main advantages of
using more MIMO in 802.11ac namely:

i. Extending the range
ii. Improving reliability
iii. Achieving higher throughput

In addition to SU-MIMO, 802.11 WAVE-2 also supports down
link MU-MIMO in which an Access Point (AP) can send
multiple data frames in the form of Aggregated MAC Protocol
Data Unit (A-MPDU) to multiple receivers at the same time.
In practice, the current 802.11ac devices support 3 SS and 4
SS in 802.11ac WAVE-1 and WAVE-2, respectively. However,
a total of 8 SS can be supported in the upcoming products [1],
[12].

B. Modulation and Coding
A more advanced modulation i.e. 256 QAM has been added

to 802.11ac standard. This increases the number of bits per
sub-carrier of OFDM compared to 64 QAM. As a result, the
PHY data rate raises up to 33% as compared to previous
802.11 standards. On one hand it significantly increases data
rate; on the other hand, however, it requires higher Signal to
Noise Ratio (SNR) for receivers to correctly demodulate the
symbols. Similarly, 802.11ac supports various coding rate of
1
2 ,

2
3 ,

3
4 , and 5

6 [1].

C. Wider Channel Bandwidth

With 5 GHz band, the bandwidth of 802.11ac has been
increased. In addition to 20 MHz and 40 MHs channels that
were already available in 802.11n, wider channels of 80 MHz
and 160 MHz have been added in 802.11ac. Furthermore the
160 MHz channel can be established with two contiguous or
non-contiguous 80 MHz channels [1].

III. SIMULATION AND NUMERICAL ANALYSIS

In this section we describe our system model for MAC and
PHY layers and derive a theoretical formulation to calculate
the performance of MAC and PHY layers numerically. We also
formulate a MIMO channel model for 802.11ac and describe
our simulation environment.

A. MAC Layer Theoretical Analysis

We consider a single hop fully connected Single Basic
Service Set (BSS) with n Stations(STAs) and one AP. It is
assumed that each STA can sense transmission from every
other STA in the same BSS. All STAs operate in uplink
saturated mode i.e., they always have data to send to the AP.
A data transmission is considered successful if it is followed
by an Acknowledgement (ACK) from the AP, otherwise it is
retransmitted. The wireless channel is assumed ideal i.e., a
frame is failed only due to collision that occurs when two or
more STAs access the shared channel simultaneously.

We consider the Markov model of [13] that represents the
Distributed Coordination Function (DCF) as two stochastic
processes namely: b(t) and s(t) to model the backoff time
counter and the backoff stage, respectively. Without the loss
of generality, let CWmin and CWmax represent minimum and
maximum contention windows, respectively. Let m indicates
maximum backoff stage such that CWmax = 2mCWmin. Let
CWi represents the contention window of a STA at ith backoff
stage i.e., CWi = 2iCWmin where i ∈ [0,m]. Thus b(t)
takes any random value from [0, CWi] where i is modelled by
s(t). For the sake of simplicity, we represent CWmin = W .
The key approximation is that collision probability is constant
regardless of retransmission stage. This is a reasonable ap-
proximation as long as W and n get larger.

During a randomly selected slot, a STA senses the channel
in one of the three states namely: idle state (no transmission
activities), busy due to successful transmission, or busy due
to collision. Suppose a STA attempts to transmit a frame in
a randomly chosen slot with probability τ . The system con-
siders a Binary Exponential Backoff (BEB) mechanism which
doubles the contention window on collision. If p represents
the collision probability; then τ is given by [13]

τ =
2(1− p)

(1− 2p)(W − 1) + pW (1− (2p)m)
(1)

The probability of collision p can be calculated from the
fact that collision occurs if at least one of the remaining n−1
STAs starts transmission. Therefore, if 1− τ is the probability
that exactly one STA is idle then (1−τ)n−1 is the probability
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that n− 1 STAs are idle. It follows that the probability that at
least one of n− 1 STAs transmits is given by [13]

p = 1− (1− τ)n−1 (2)

Transmission probability τ and collision probability p can be
calculated numerically by solving Eq. 1 and Eq. 2 using some
numerical method (e.g., fixed point iteration). In addition, it
can be proved that this system of non linear equations has a
unique solution [13]. We have used Maple 15 [20] to solve
Eq. 1 and Eq. 2.

We are interested in calculating throughput S of the system
which is expressed as a ratio of average payload information
transmitted in a slot per average duration of a slot.

S =
E[D]

E[T ]
(3)

where E[D] is the expected value of data transmitted success-
fully in a randomly selected slot while E[T ] is the average
length of a time slot;

E[D] = PtrPsE[L] (4)

where Ptr denotes the probability that there is at least one
transmission in the considered time slot. On the other hand,
Ps is the probability that the given transmission is successful
and E[L] denotes the average length of payload data. Conse-
quently, Ptr can be calculated for n contending stations as

Ptr = 1− (1− τ)n (5)

Similarly, Ps can be calculated from the fact that a trans-
mission is successful if and only if exactly one STA transmits
given that at least one STA transmits among n STAs, i.e.,

Ps =
nτ(1− τ)n−1

1− (1− τ)n
(6)

Accordingly, E[D] is calculated from Eq. 5 and Eq. 6. In
order to calculate E[T ], let us denote T as a random variable
that indicates a randomly selected time slot. Moreover T takes
any of the following three values:

T =


σ if the medium is idle
Ts if successful transmission
Tc if there is collision

(7)

where σ is the duration of an empty slot while Ts and Tc are
the average time when the channel is busy due to successful
transmission and collision, respectively. The corresponding
probability for these three cases can be calculated as

fT (t) =


1− Ptr if T = σ

PtrPs if T = Ts

Ptr(1− Ps) if T = Tc

(8)

Using Eq. 7 and Eq. 8, E[T ] can be calculated as

E[T ] =
∑
∀t,T

TfT (t) (9)

Finally, the normalized throughput S is calculated by using
Eq. 4 and Eq. 9 in Eq. 3. As far as Ts and Tc are concerned,
they are calculated using PHY system model discussed in the
following sub section.

TABLE I
802.11AC PHY FRAME

L- L- L- VHT- VHT- VHT- VHT-
STF LTF SIG SIG-A STF LTFs SIG-B Data

B. PHY Layer Theoretical Analysis

As discussed in Section II, the IEEE 802.11ac standard
can increase throughput with the help of wider Radio Fre-
quency (RF) channel bandwidth, more spatial streams, MU-
MIMO, and advanced MCSs. The performance of PHY can be
modelled by taking into account the aforementioned features.
TABLE I shows a general format of a PHY layer frame [1].

Let Tx be the transmission time of a STA. We assume
that the frame aggregation is not employed. Then, Tx can be
derived as follows [1].

Tx = TLEG−PREAMBLE + TL−SIG + TV HT−SIG−A

+ TV HT−PREAMBLE + TV HT−SIG−B + TDATA (10)

TLEG−PREAMBLE = TL−STF + TL−LTF (11)

TV HT−PREAMBLE = TV HT−STF+NV HTLTF×TV HT−LTF
(12)

where TL−SIG, TV HT−SIG−A, TV HT−SIG−B , TLTF , TSTF ,
TV HT−STF , TV HT−LTF are fields of PHY frame shown in
TABLE II. NV HTLTF shows the number of long training
symbols which is determined from the number of space-time
streams [14]. Similarly,

TDATA =

{
NSYM × TSYM for long GI
TSYMLdTSYMS×NSYMTSYML

e for short GI
(13)

where GI, TSYM , TSYMS and TSYML indicate Guard In-
terval, symbol interval, short GI symbol interval, and long GI
symbol interval, respectively. Their values are listed in TABLE
II.

TSYM =

{
TSYML for long GI
TSYMS for short GI

(14)

NSYM = mSTBC × d
M

mSTBC ×NDBPSL
e (15)

where dxe = smallest integer ≥ x and NDBMS indicates the
number of data bits per symbol.

M = 8×APEPLENGTH +NService +Ntail ×NES (16)

mSTBC =

{
2 if STBC is used
1 otherwise

(17)

where APEPLENGTH indicates the final value of A-MPDU
i.e., payload size and NES represents the number of Binary
Convolution Code (BCC) encoders. The value of NES depends
on the MCS and channel bandwidth and they are listed in
TABLEs IV-VII. Space-Time Block Coding (STBC) is an
encoding technique that greatly improves the reliability of
communication in 802.11ac. Tx is calculated by using Eq.
11-14 in Eq. 10.
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TABLE II
MAC AND PHY PARAMETERS

Parameter Value Para Value Para Value
Slot time (σ) 9 µs CWmin 16 TDIFS 34 µs
LmacH 34 bits CWmax 1024 TSIFS 16 µs

TV HT−STF 4 µs TSY MS 3.6 µs TSTF 8 µs
TV HT−SIG−A 8 µs TL−SIG 4 µs TLTF 8 µs
TV HT−SIG−B 4 µs TSY ML 4 µs Ntail 6 bits
TV HT−LTF 4 µs Nservice 16 bits ρ 1 µs

Now, we calculate successful transmission time (Ts) and
collision time (Tc) for basic DCF i.e., without Ready To Send
(RTS)/Clear To Send (CTS).

Ts = TDIFS + Tx + ρ+ TSIFS + TACK + ρ

Tc = TDIFS + Tx + ρ+ TACK−TOut

where TDIFS , TSIFS , TACK , and ρ indicate DCF Inter-Frame
Spacing time, Short Inter-Frame Spacing time, transmission
time of ACK frame and propagation delay of 802.11ac frame,
respectively. Their values are listed in TABLE II. Similarly,
TACK−TOut represents the time out for ACK frame and is
calculated as

TACK−TOut = TACK + TSIFS + ρ

The Ts and Tc for DCF with RTS/CTS can be determined in
a similar way.

C. Channel Model for 802.11ac

In order to evaluate the impact of the channel on MAC and
PHY layers of 802.11ac, we consider a set of channel models
that are designed for IEEE 802.11 WLAN [15]. Each model
is applicable to a specific environment with a set of 6 profiles,
labelled A to F. All these profiles cover different scenarios
as listed in TABLE III. Each channel model has a path loss
model including shadowing, and a MIMO multipath fading
model, which describes the multipath delay profile, the spatial
properties, the K-factor distribution shown as Rician K-factor
in TABLE III, and the Doppler spectrum.

Each channel model has a certain number of taps which
are associated with specific delays. Furthermore, each channel
model is comprised of a certain number of clusters. A cluster
is made up of a set of taps. The number of taps, Root Mean
Square (RMS) delay (σRMS), maximum delay (σMax), the
number of clusters and standard deviation of shadow fading
both in case of Line of Sight (LOS) and Non Line of Sight
(NLOS) for each model are listed in TABLE III. The LOS
K-factor is applicable only to the first tap while all the other
taps K-factor remain at −∞ dB.

A set of spatial properties are defined for each cluster:
i. Mean Angle of Arrival (AoA)
ii. Mean Angle of Departure (AoD)
iii. Angular Spread (AS) at transmitter
iv. AS at receiver

These parameters determine the transmit and receive
correlation matrices associated with each tap delay. The LOS
component can only be present on the 1st tap. If the distance
between the transmitter and the receiver is greater than dBP

then LOS component is not present. Note that dBP is the
break-point distance or distance of first wall (i.e., distance of
transmitter from the first reflector). The dBP for all channel
models (A-F) are listed in 5th column of TABLE III.

We consider a path loss model that takes into account the
free space loss LFS (log-distance model with the path-loss
exponent of 2) up to dBP and log-distance model with the
path-loss exponent of 3.5 after dBP [16]. For each of the
models, a different break-point distance dBP was chosen.

L(d) =

{
LFS(d) if d ≤ dBP
LFS(dBP ) + 35log10(d/dBP ) if d > dBP

(18)

where d is the distance between transmitter and receiver. The
other parameters of the path loss model are listed of TABLE
III. The standard deviations of log-normal (Gaussian in dB)
shadow fading are also included in 10th column in TABLE
III. The values were found to be in the range between 3 and
14 dB [17].

Similarly, the zero-mean Gaussian probability distribution
is given by

p(x) =
1√
2πσ

e[
x2

2σ2
] (19)

We are interested in modelling the MIMO channel of
802.11ac. Thus the correlation between transmit and receive
antenna is an important aspect of the MIMO channel. To
this end, we follow a procedure based on the transmitter
and receiver correlation matrices [18] to calculate the MIMO
channel matrix H for each tap, at one instance of time, in the
A-F delay profile models. The channel matrix H is derived
as a sum of two matrices namely: a fixed LOS matrix with
constant entries, and a Ryleigh NLOS matrix with variable
entries as follows

H =
√
P

(√
K

K + 1
HF +

1

K + 1
HV

)
(20)

where P shows the power of each tap which is obtained
by summing all the power of LOS and NLOS powers, and
K is the Ricean K-factor. Eq. 20 can be expressed for any
number of transmitter and receiver for MIMO. If there are T
input antennas at the transmitter and R output antennas at the
receiver then HF and HV in Eq. 20 can be represented as

HF =


ejφ11 ejφ12 . . . ejφ1T

ejφ21 ejφ22 . . . ejφ2T

...
...

. . .
...

ejφR1 ejφR2 . . . ejφRT



HV =


X11 X12 . . . X1T

X21 X22 . . . X2T

...
...

. . .
...

XR1 XR2 . . . XRT


where ejφij shows the constant elements of LOS matrix HF

and Xij represents the element of variable NLOS Rayleigh
matrix HV between ith receiving and j th transmitting antenna.
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TABLE III
PARAMETERS OF A-F PATHLOSS CHANNEL MODELS 802.11AC

Channel User case Conditions K (dB) DBP (m) No of
σRMS σMax

No of
Shadow fading
std. dev. (dB)

name scenario taps clusters before/after dBP

(LOS/NLOS)

A Flat Fading LOS 0 5 1 0 0 1 3
NLOS −∞ 4

B Residential LOS 0 5 9 15 80 2 3
NLOS −∞ 4

C Residential/ LOS 0 5 14 30 200 2 3
small office NLOS −∞ 4

D Typical LOS 3 10 18 50 390 3 3
office NLOS −∞ 6

E Large LOS 6 20 18 100 730 4 3
office NLOS −∞ 6

F
Large space LOS 6

30 18 150 1050 6
3

indoors and
outdoors NLOS −∞ 6

It is assumed that Xij is a complex Gaussian random variable
with zero mean and unit variance.

In order to correlate the Xij elements of the matrix HV ,
the following method is used

[X] = [Rrx]
1
2 [Hiid][Rtx]

1
2 (21)

where Rrx and Rtx are the receive and transmit correlation
matrices, respectively, and Hiid is a complex Gaussian random
variable. All these Gaussian random variables are supposed to
be identically independent with zero mean and unit variance.
In addition, Rtx and Rrx are given by

[Rtx] = [ρtxij ] (22)

[Rrx] = [ρrxij ] (23)

where ρtxij are the complex correlation coefficients between
ith and j th transmitting antennas, and ρrxij are the complex
correlation coefficients between ith and j th receiving antennas.

Alternatively, we use another approach i.e., Kronecker prod-
uct of the transmit and receive correlation matrices to calculate
X [18].

[X] = ([Rtx]⊗ [Rrx])
1
2 [Hiid] (24)

It can be seen that Hiid is an array in this case instead of
matrix. The Rtx and Rrx matrices are given as:

Rtx =


1 ρtx12

∗ . . . ρtx1T
∗

ρtx21 1 . . . ρtx2T
∗

...
...

. . .
...

ρtxR1 ρtxR2 . . . 1



Rrx =


1 ρrx12

∗ . . . ρrx1T
∗

ρrx21 1 . . . ρrx2T
∗

...
...

. . .
...

ρrxR1 ρrxR2 . . . 1


The values of complex correlation coefficient ρ are calcu-

lated from power angular spectrum (PAS), AS, mean AoA,
mean AoD and individual tap powers [15], [19]. Consequently,

for the Uniform Linear Array (ULA), the complex correlation
coefficient at the linear antenna array is expressed as

ρ = RXX(D) + jRXY (D) (25)

where D = 2πd/λ (λ shows the wavelength in metre) , and
RXX and RXY are the cross-correlation functions between
the real parts and between the real part and imaginary part,
respectively, with

RXX(D) =

∫ π

−π
cos(D sinφ)PAS(φ)dφ (26)

RXY (D) =

∫ π

−π
sin(D cosφ)PAS(φ)dφ (27)

We calculate the correlation coefficients matrices in three ways
namely: uniform, truncated Gaussian, and truncated Laplacian
PAS shapes [15].

D. Simulation Environment

We have implemented MAC and PHY layers of 802.11ac in
matlab with given parameters as defined in [1]. TABLE II-VII
list the parameters that are used in our theoretical analysis
as well as simulation setup. We do not consider the frame
aggregation scheme for the sake of simplicity. To simulate
different features of PHY, we summarize the MCSs into four
tables i.e., TABLES IV-VII for 20 MHz, 40 MHz, 80 MHz,
and 160 MHz channels, respectively. The values of MCSs are
chosen such that we cover maximum modulation and coding
schemes.

We consider various modulation schemes namely: Quadra-
ture Phase Shift Keying (QPSK), 16-QAM (Quadrature Am-
plitude Modulation), 64-QAM, and 256-QAM. The coding rate
(R) is chosen as 1

2 ,
2
3 ,

3
4 , and 5

6 . In the same way, the number
of SS (NSS) is selected to be 1, 2, 4, and 8. The data rate
is calculated from Eq. 13 whereas ACK rate is fixed at basic
rate. We have run each simulation 20 times and have calculated
average values to show stable results.

In order to implement a TGn channel in matlab, we use the
parameters from TABLE III. In addition, we use OFDM with
MIMO channel at our transmitter and receiver for our PHY
and channel analysis of 802.11ac.
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TABLE IV
MCS FOR 20 MHZ CHANNEL

MCS Modulation R Nss NDBPS NES

Data rate (Mbps)
800 ns 400 ns
GI GI

1 QPSK 1/2
1 52 1 13 14.4
4 208 1 52 57.8
8 416 1 104 115.6

3 16-QAM 1/2
1 104 1 26 28.9
4 416 1 104 115.6
8 832 1 208 231.1

5 64-QAM 2/3 1 208 1 52 57.8
6 64-QAM 3/4 1 234 1 58.5 65
7 64-QAM 5/6 1 260 1 65 72
8 256-QAM 3/4 1 312 1 78 86.7

TABLE V
MCS FOR 40 MHZ CHANNEL

MCS Modulation R Nss NDBPS NES

Data rate (Mbps)
800 ns 400 ns
GI GI

1 QPSK 1/2

1 108 1 27 30
2 216 1 54 60
4 432 1 108 120
8 864 1 216 240

3 16-QAM 1/2

1 216 1 54 60
2 432 1 108 120
4 864 1 216 240
8 1728 1 432 480

5 64-QAM 2/3 1 432 1 108 120
9 256-QAM 5/6 1 720 1 180 200

TABLE VI
MCS FOR 80 MHZ CHANNEL

MCS Modulation R Nss NDBPS NES

Data rate (Mbps)
800 ns 400 ns
GI GI

1 QPSK 1/2

1 234 1 58.5 65
4 936 1 234 260
8 1872 1 468 520

3 16-QAM 1/2

1 468 1 117 130
4 1872 1 468 520
8 3744 2 936 1040

5 64-QAM 2/3 1 936 1 234 260

8 256-QAM 3/4
1 1404 1 351 390
4 5616 3 1404 1560
8 11232 6 2808 3120

TABLE VII
MCS FOR 160 MHZ CHANNEL

MCS Modulation R Nss NDBPS NES

Data rate (Mbps)
800 ns 400 ns
GI GI

1 QPSK 1/2
1 468 1 117 130
4 1872 1 468 520
8 3744 2 936 1040

3 16-QAM 1/2 1 936 1 234 260
4 16-QAM 3/4 1 1404 1 351 390

5 64-QAM 2/3
1 1872 1 568 520
4 7488 4 1872 2080
8 14976 8 3744 4160

8 256-QAM 3/4
1 2808 2 702 780
4 11232 6 2808 3120
8 22464 12 5616 6240
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Fig. 1. Throughput for different channels as a function of number of STAs

IV. RESULTS AND DISCUSSIONS

We calculate aggregate throughput for different number of
STAs and payload size.

A. Wider Channels

In order to evaluate the effect of wider channels on system
throughput, we calculate total throughput for 20 MHz, 40
MHz, 80 MHz, and 160 MHz channels. We simulate a case
that uses QPSK with Nss = 4, and GI = 400 ns. The
payload size is fixed at 1500 bytes. As shown in Fig. 1,
the total throughput decreases for the all cases of channel
bandwidths as the number of STAs increases. However, the
total throughput increases with respect to the increase of
channel bandwidth. Compared to the case of 20 MHz channel
bandwidth, the total throughput is increased by more than
10, 20, and 30 Mb/s in the cases of 40, 80, and 160 MHz
channel bandwidth, respectively. It is important to note that the
increase of total throughput is not proportional to the increase
of channel bandwidth, i.e., less than one quarter increase of
channel bandwidth. The theoretical (num) results also show a
similar trend.

In a similar way, we observe the effects of available channel
bandwidth on throughput as a function of payload size. For
this purpose, we use a modulation of 16 QAM with one SS
i.e., Nss = 1, and GI = 800 ns. In the case of 20/40/80/160
MHz channel, the coding rate of 16QAM can be 1/2 or 3/4
(see Table IV-VII). The number of STAs is 20 (i.e., n = 20)
in this set up. Fig. 2 illustrates that total throughput increases
by nearly 10 Mbps as the channel width is doubled.

B. Modulation

The choice of a particular modulation scheme can greatly
affect the system throughput. To observe this result, we fix the
number of SS to 1 in a 20 MHz channel with GI = 800 ns
and payload size of 1500 bytes. We calculate throughput for
different modulation schemes. As illustrated in Fig. 3, QPSK
gives the lowest throughput while 256 QAM produces the
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Fig. 2. The effects of wider channels on throughput for different payload size
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highest total throughput. The improvement is 20 Mpbs from
QPSK to 256 QAM.

It is also worth noting that total throughput is greatly
affected by different modulation techniques under different
payload sizes. To notice this fact, the number of STAs is
fixed to 20 while Nss = 1 with QPSK in a 40 MHz
channel and GI = 800 ns. Fig. 4 represents that the total
throughput increases as the payload size is increased. In
addition, the higher order modulation schemes produce higher
throughput. The difference of throughput between different
modulation schemes is increased with increase in payload size.
For instance, when payload size reaches 2000 bytes, there is
an elevation of 10 Mbps for each modulation scheme (i.e.,
QPSK, 16 QAM, 64 QAM and 256 QAM).

C. Multiple Spatial Streams

Now, we focus on the effects of different number of trans-
mitting antennas on total throughput. We consider a case of 16
QAM with 40 MHz channel, GI = 800 ns and fixed payload
size of 1500 bytes. Although 802.11ac may support 1 to 8
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SSs, however, for the sake of simplicity and comprehension,
we consider Nss =

{
1, 2, 4, 8

}
. The results are depicted in

Fig. 5. It is clear that the total throughput decreases as we
increase the number of STAs for all SSs. Nonetheless, the
overall throughput for a particular number of SS increases by
10 Mbps as the number of SS is doubled. In the same manner,
Fig. 6 represents the total throughput for different antenna
streams. The modulation used is QPSK with GI = 800 ns in
40 MHz channel. The number of STAs is once again fixed at
20. As can be seen in Fig. 6, the total throughput increases as
we increase the payload size. In particular, the total throughput
increases by almost 10 Mbps for every 2Nss.

D. Coding Rate

The relationship between total throughput and different
number of STAs is examined under various coding rate i.e.,
R =

{
2
3 ,

3
4 ,

5
6

}
. The other parameters are set as Nss = 1,

modulation = 64 QAM, and GI = 400 ns in 20 MHz channel.
Fig. 7 shows that the total system throughput increases by 1
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Mbps as we move to the next available coding rate under the
aforementioned setup.

The influence of coding rate on total throughput as a
function of payload size is illustrated in Fig. 8. We choose
16 QAM in 160 MHz channel with Nss = 1. The number of
STAs is 20 while GI = 800ns. The total throughput increase
by 4 Mbps for R = 3

4 than R = 1
2 when the payload size is

1500. However, the throughput rise reaches upto 9 Mbps for
R = 3

4 than R = 1
2 as payload size is increased to 2000 bytes.

Fig. 8 indicates that coding rate can tremendously affect total
throughput under variable frame size.

E. Analysis under TGn Channel

As illustrated in TABLE III, each TGn channel has a
different profile. In order to investigate the impact of a channel
on MCS, we simulate 802.11ac under channel D and see the
performance in terms of Symbol Error Rate (SER). For this
purpose, we use an OFDM system under a 40 MHz MIMO
multipath Rayleigh fading channel. Accordingly, a 128 point
Fast Fourier Transform (FFT) is used with 128 subcarriers
for 40 MHz.The bandwidth of each sub carrier is 312.5 KHz
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Fig. 8. Throughput of different coding rate for different payload

for OFDM in 802.11ac. Out of 124 subcarriers, the 114
subcarriers (−58 to 2 and 2 to 58) are used for data and
pilot (timing and synchronization). The indices used for pilot
subcarriers are −53, −25, −11, 11, 25, and 53. Subcarriers
−1, 0, −1 are used as DC while the remaining 11 subcarriers
are used as left (6) and right (5) guard bands.

The SER of the system is calculated for BPSK, QPSK, 16-
QAM, 64-QAM and 256-QAM under different Energy per
Symbol (Es/No) for OFDM transceiver under 40 MHz 2x2
MIMO TGn D channel as shown in Fig. 9. The SER decreases
as Es/No increases for all modulation schemes. However, in
lower Es/No, the SER of BPSK is much lower as compared to
other modulation schemes. Similarly, QPSK shows lower SER
at higher noise as compared to other high order modulation
schemes. A similar trend can be seen for 16-QAM and 64-
QAM as compared to 256-QAM. Thus in an error-prone
channel conditions, 802.11ac suffers from almost 50% SER
for 256-QAM as compared to BPSK.

Next, we consider the impact of all TGn channels i.e., (A to
F) TABLE III on the performance of 802.11ac network. For
this purpose, we fix all other parameters except the number
of of transmit and receive antennas. This will give us an idea
of how 1x1, 2x1, and 4x4 MIMO changes the performance
of 802.11ac network under different TGn channels. We use
the MIMO OFDM system with 64 point FFT, 20 MHz
channel, 64-QAM, coding rate of 1/2 (i.e., MCS = 3) as
illustrated in TABLE IV. The packet length is set to 1500
bytes. We calculate the Packet Error Rate (PER) to estimate
the performance of MIMO OFDM 802.11ac under different
channels. We sent 1000 packets for each Signal to Noise Ratio
(SNR) point that ranges from 0 dB to 50 dB. The distance
between transmitter and receiver is set to 10 m. We also add
Additive White Gussian Noise (AWGN) in order to make a
realistic estimation of wireless environment.

We observe that the PER and SNR can be divided into three
different levels when the SNR of channel is changed from 0
dB to 50 dB for all the 6 channel models in 1x1, 2x2 and 4x4
MIMOs. This trend can be seen in different configurations of
transmit and receive antennas as shown in Fig. 10-15. Let us

ICACT Transactions on Advanced Communications Technology (TACT) Vol. 5, Issue 4, July 2016                                                 884

Copyright ⓒ 2016 GiRI (Global IT Research Institute)



0 5 10 15 20 25 30

0.9

1

2x2 MIMO OFDM BPSK

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

EsNo (dB)

S
ym

b
o

l E
rr

o
r 

R
a

te

2x2 MIMO OFDM QPSK
2x2 MIMO OFDM 16-QAM

2x2 MIMO OFDM 64-QAM

2x2 MIMO OFDM 256-QAM

Fig. 9. Symbol Error Rate vs. EsNo for different Modulation schemes

call these three levels as initial level, intermediate level, and
final level. The PER is explained with the help of Fig. 10-15
and TABLE VIII-X. As shown in Fig. 10-15 and TABLE VIII-
X, the PER remains constant at initial and final levels while
it drops down over a range of SNR values at intermediate
level for all the channel models under 1x1, 2x2 and 4x4
MIMOs. The range of SNR values for the three levels changes
differently for the 6 channel models under different MIMO
configurations.

As illustrated in TABLE VIII-X, the PER is 100% at initial
level for all the channels and all cases. Thus the system
performance is worst at initial level. However, the range of
SNR points at initial value increases as we increase the number
of transmit and receive antennas. For example: the average
range of SNR (average of A-F) is 0 to 9.6 dB ( TABLE
VIII) , 0 to 14.3 dB ( TABLE IX), and 0 to 20.1 dB (
TABLE X) for 1x1, 2x2, and 3x3 MIMOs, respectively. It
shows that the performance of 1x1 MIMO is better than that
of 2x2 MIMO and 4x4 MIMO. Similarly, the performance
of 2x2 MIMO is better than that of 4x4 MIMO in terms of
packet reception at lower SNR values. In the same way, the
PER remains constant at final level for all channel models
and all MIMO configuration. However, the values of PER and
the range of SNR are different for different channels under
different MIMOs. For example at final level, the PER and
SNR of channel model A remains 0%, 11.82%, and 28.94%
at 35-50 dB, 35-50 dB, and 44-50 dB for 1x1 MIMO, 2x2
MIMO, and 4x4 MIMO configurations, respectively. A similar
trend can be found for other channels. On the other hand for
intermediate level, the PER drops down from higher values
to lower values over a range of SNR points. The slop and
trend of each drop is different for different channel models
and different MIMO configurations.

Based on our simulation results, we find interesting perfor-
mance patterns for 802.11ac under different channel models.
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Fig. 10. Packet Error Rate vs. SNR of Channel A under different MIMO
configurations

As shown in Fig. 10-15 and TABLE VIII, the PER of 802.11ac
is 100% at initial level and 0% final level for channel models
A, B, and C under 1x1 MIMO. The PER is 2% and 6%
for channel models D and E, respectively. However, the PER
is 11.70% in case of channel model F which is the worst
performance for 1x1 MIMO for a given configurations.

Similarly, under 2x2 MIMO, the system performs best for
channel models B, C and D where the PER remains at 2% at
final level for these three channel models as shown in Fig. 10-
15 and TABLE IX. However, the system performance degrades
to some extent for channel models A, E, and F where the
PER is 11.82%, 6.1%, and 18.03%, respectively. The PER for
channel model F is the maximum (18.03%) as compared to
other models. Channel model B relatively provides the best
results under 2x2 MIMO as shown in Fig. 10-15.

The PER of 802.11ac network remains lower for channel
models B, C, and D under 4x4 MIMO as illustrated in Fig.
10-15 and TABLE X. In this case, the performance is worst
for channel model A where PER remains 28.94% at final
level. The system achieves relatively the best performance for
channel model D as compared to the other channel models
under 4x4 MIMO configuration. This can be seen in TABLE
X where the PER is 0%, 84.61%-0.26%, and 0.20% for initial,
intermediate, and final levels, respectively.

V. CONCLUSION

This paper investigated the performance of 802.11ac in
terms of system throughput under its several new key features.
A theoretical model was presented that is based on MAC and
PHY layer parameters. It was shown through simulation and
theoretical analysis that the choice of a particular modulation
and coding scheme, number of spatial streams, and channel
size can greatly affect the total throughput of system. A MIMO
multipath fading channel model was formulated to further
investigate the effects of new features of 802.11ac. Although
802.11ac increases throughput many fold due to high-order
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Fig. 11. Packet Error Rate vs. SNR of Channel B under different MIMO
configurations
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TABLE VIII
PER LEVELS FOR A RANGE OF SNR OF 1X1 MIMO-OFDM 802.11AC

WLAN SYSTEM

Channel Parameter Initial Intermediate Final
model name level level level

A SNR (dB) 0-7 8-34 35-50
PER (%) 100 91.66-2 0

B SNR (dB) 0-7 8-25 26-50
PER (%) 100 91.66-2 0

C SNR (dB) 0-13 14-26 27-50
PER (%) 100 68.75-2 0

D SNR (dB) 0-7 8-25 26-50
PER (%) 100 91.66-8 6

E SNR (dB) 0-11 12-40 41-50
PER (%) 100 91.66-3.2 2

F SNR (dB) 0-13 14-20 21-50
PER (%) 100 68.75-14.10 11.70
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Fig. 13. Packet Error Rate vs. SNR of Channel D under different MIMO
configurations
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Fig. 14. Packet Error Rate vs. SNR of Channel E under different MIMO
configurations

TABLE IX
PER LEVELS FOR A RANGE OF SNR OF 2X2 MIMO-OFDM 802.11AC

WLAN SYSTEM

Channel Parameter Initial Intermediate Final
model name level level level

A SNR (dB) 0-14 15-34 35-50
PER (%) 100 78.57-12.79 11.82

B SNR (dB) 0-9 10-34 35-50
PER (%) 100 91.66-4 2

C SNR (dB) 0-17 18-33 34-50
PER (%) 100 91.66-2.32 2

D SNR (dB) 0-15 16-28 29-50
PER (%) 100 78.57-1.8 2

E SNR (dB) 0-16 17-36 37-50
PER (%) 100 78.57-3.4 6.1

F SNR (dB) 0-15 16-33 34-50
PER (%) 100 91.66-19.29 18.03
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Fig. 15. Packet Error Rate vs. SNR of Channel F under different MIMO
configurations

TABLE X
PER LEVELS FOR A RANGE OF SNR OF 4X4 MIMO-OFDM 802.11AC

WLAN SYSTEM

Channel Parameter Initial Intermediate Final
model name level level level

A SNR (dB) 0-20 21-43 44-50
PER (%) 100 91.66-32.35 28.94

B SNR (dB) 0-24 25-35 36-50
PER (%) 100 91.66-4.2 0

C SNR (dB) 0-24 25-35 36-50
PER (%) 100 91.66-1 0.8

D SNR (dB) 0-19 20-27 28-50
PER (%) 100 84.61-0.26 0.20

E SNR (dB) 0-16 17-28 29-50
PER (%) 100 84.61-6.3 5.8

F SNR (dB) 0-18 19-33 34-50
PER (%) 100 84.61-10.78 9.32

modulation scheme, more bandwidth and spatial streams, the
performance can also be degraded drastically in an error-prone
channel. We also investigated the performance of 802.11ac
under different TGn channel models to find the performance
patterns of different channel models.
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 

 Abstract—MapReduce (MR) has been widely used to process 

distributed large data sets. MRV2 working on Yarn, as a more 

advanced programing model, has gained lots of concerns. 

Meanwhile, speculative execution is known as an approach for 

dealing with same problems by backing up those tasks running 

on a low performance machine to a higher one. In this paper, we 

have modified some pitfalls and taken heterogeneous 

environment into consideration. Besides, Node classification is 

used and a novel hierarchy index mechanism is created. We also 

have implemented it in Hadoop-2.6 and the strategy above is 

called Speculation-NC while optimized Hadoop is called 

Hadoop-NC. Experiment results show that our method can 

correctly backup a task, improve the performance of MRV2 and 

decrease the execution time and resource consumption 

compared with traditional strategies. 

 
Keyword—MapReduce; Speculative Execution; Time 

Prediction; Node Classification; Hierarchy Index Mechanism 
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I.  INTRODUCTION 

HE time that data grow bigger and bigger is coming. The 

fast development of Cloud Computing makes that big 

data can be faster and more easily processed [1]. Nimbus 

provides a high quality of extensible architecture, which 

supports Xen and KVM virtual machine, and can be used as a 

PBS resource scheduler. OpenStack is an open source cloud 

computing platform designed by Rackspace and National 

Aeronautics and Space Administration (NASA) for public 

and private cloud. It is compatible with Amazon's EC2 and S3, 

and can provide the same service as the Amazon [2]. Sector 

and Spheres [3] is another open source platform designed 

implemented by Gu, which is used to process geographically 

dispersed large data sets in parallel. Hadoop cloud computing 

is one of the most popular open source cloud platforms, it is 

mainly supported by Yahoo, and applied to the Facebook and 

Amazon, Twitter, Baidu and other companies like IBM and 

the New York times. At present, in the latest Release version 

is 2.7.1. In 2010, Facebook announced that it has the largest 

Hadoop cluster. In 2011, its data storage space has reached 30 

PB. 

MapReduce, proposed by Google, which is one of the most 

important parts in Hadoop, has been the most popular 

distribute programming model in a cloud environment. With 

map and reduce procedures used in the cloud infrastructure 

transparently, those datasets can be processed easily and 

efficiently.  

Many enterprises and companies obtain a large amount of 

business profits through analyzing and dealing with a lot of 

new data in time [4]. Data analysis application may have 

different complexity, resource requirement and data delivery 

deadlines. As a result, this diversity creates new requirement 

of job scheduling, workload management and program design. 

Although different users have different goals, a similar goal is 

to improve the performance of the framework. Several 

projects have been launched to relieve the difficulty in writing 

complex data analysis or data mining programs, e.g., Pig [5] 

and Hive [6] built above the MapReduce engines in the 
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Hadoop environment. 

However, cloud systems suffer from poor load-scheduling 

strategies, which can consume much more execution time and 

temporary space than expected. While theoretically infinite 

computing resources can be provided in a cloud, 

unreasonable increment of mappers/reducers cannot achieve 

process efficiency, and may waste more storage to complete. 

Many optimization schemes have been proposed [7-13].  

II. RELATED WORK 

General solutions on performance evaluation and load 

efficiency in a cloud system have been examined and 

presented. PQR2, an approach to accurate performance 

evaluation of distributed application in a cloud was presented 

[8]. Jing et al. presented a model that can predict resource 

consumption of MapReduce processes based on a 

classification and regression tree [9].  

 Mars were developed to run on NVIDIA GPUs, AMD 

GPUs as well as multicore CPUs and implemented in Hadoop. 

Mars hides the programming complexity of GPUs behind the 

simple and familiar MapReduce interface, and automatically 

manages task partitioning, data distribution, and 

parallelization on the processors. Six representative 

applications also have been implemented on Mars The 

experimental results show that integrating Mars into Hadoop 

enabled GPU acceleration for a network of PCs [10]. 

However, the implementation is much more complex while in 

a cluster, the performance of GPUs and CPUs. 

PrIter, a distributed computing framework was developed. 

The prioritized execution of iterative computations is 

supported in it. PrIter either stores intermediate data in 

memory for fast convergence or stores intermediate data in 

files for scaling to larger data sets. PrIter achieves up to 50 × 

speedup over Hadoop for a series of iterative algorithms. In 

addition, PrIter is shown better performance for iterative 

computations than other state-of-the-art distributed 

frameworks such as Spark and Piccolo [11]. But, the biggest 

pitfall is that it only adapts to iterative algorithms and cannot 

be applied to all algorithms. 

Besides the above methods, some researchers are studying 

optimizing the speculative execution strategy in MapReduce. 

Zaharia et al. [12] proposed a modified version of speculative 

execution called Longest Approximate Time to End (LATE) 

algorithm that uses a different metric to schedule tasks for 

speculative execution. Instead of considering the progress 

made by a task so far, they compute the estimated time 

remaining, which gives a more clear assessment of a 

straggling tasks’ impact on the overall job response time. But 

the time every stage occupies is not stable and the std 

representing standard deviation used in LATE cannot 

represent all cases. To solve the disadvantages in LATE, 

MCP [13] was proposed by QI CHEN et al. MCP uses 

average progress rate to identify slow tasks while in reality the 

progress rate can be unstable and misleading. Straggles can be 

appropriately judged when there is data skew among the tasks. 

However, there are still a lot of pitfalls in MCP. Moreover, it 

can only be used in MR, not including MRV2. 

All research works above have devoted themselves to 

particular and/or comprehensive load and usage efficiency in 

a distributed environment. However, in a Heterogeneous 

environment, reasonable scheduling is still a hard problem. In 

LATE, MCP or the newest speculative execution strategy in 

Hadoop-2.6, the biggest pitfall is that situation of 

heterogeneous environment is not well concerned. 

III. OUR STRATEGY 

A. Remaining Time Estimation of Current Task 

Remaining time of the current task can be calculated by 

adding the remaining time of current phase and following 

phases. Detailed method is shown in (1) (2) and (3). dfactor  

represents the volume of current input data and average value 

of historical tasks. where remT  represents the remaining time 

of current task, which consists of the remaining time of 

current phase and following phases, marked as cpT  and 

fpT .
pAvg includes the average consumption of shuffle 

phase, sort phase and reduce phase on some node. While the 

type of current task is map task, the remaining time only 

includes map phase. 

 
rem cp fpT T T   (1)  

 _
*

cp

rem p p

p in fpcp

rem data
T Avg factor

bandwidth
     (2) 

 input

d

avg

data
factor

data
   (3) 

While there is no historical information on the node, global 

historical data is used to calculate the average finishing time 

of current phase 

B. Time Prediction of a Backup Task 

When a task finishes, our strategy automatically stores task 

running time on some node. If current task is a map task, 

stored data would be hostname and average duration. 

Otherwise, while it is a reduce task, duration of per-phase 

would be written down and the duration of whole phase would 

be recorded at the same time. We have established a storage 

mechanism to help us store information while having a low 

space occupation. The detailed storage method is shown in 

Fig.1. 

 

Data Sets Node 1

Node 2

Node 3

Node n

...

Map

Reduce

Map

Reduce

shuffle

sort

reduce

 
 Fig.1 Hierarchy Index Mechanism 

 

As show in Fig.1, a data set is found according to hostname 

at the beginning of storage procedure. In a same data set, data 

are collected from the task running on the same host. Every 

storage area is further divided in two sub storage areas called 

Map and Reduce. If the task finished just now is map type, the 

running time is directly recorded in Map. Moreover, while it 

is a reduce task, detailed running information, containing 

shuffle time, sort time and reduce time, is respectively written 
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in 3 sub blocks. Finally, summary information of last level 

(shuffle sort or reduce) is stored in its up level: Reduce. We 

need to search some data, a binary search is started based on 

index mechanism. 

While detailed average running time of a task on some 

node needs to be known (such as shuffleAvg , sortAvg  or 

reduceAvg ), hostname is first gotten. If a data set hostname 

mapping to is empty, overall running time of different hosts 

would replace the detailed one. Otherwise, average time of 

some phase is directly obtained. Detailed algorithm is shown 

in Algorithm 1. 

 
Algorithm 1 Get the estimated running time of a backup task 

Input: TaskId  Tid  ,NodeId Nid   ,TaskType ypeT   

Output: Running time of a backup task 
backT   

1  Get hostname according to Tid   

 of current task 

2  Get the data set that hostname mapping to 

3    If the data set is empty 

4       If Type  equals Map 

5     Get the average running time of different hosts, Recorded as 

mapAvg ,
back mapT Avg  

6       Else if Type  equals Reduce 

7          Get the per phase average running time of different hosts,  

Recorded as 
shuffleAvg  

sortAvg  and 
reduceAvg  

8           back shuffle sort reduceT Avg Avg Avg  
 

9      End If 

10   Else 

11     If Type  equals Map 

        Get the average running time of the same host as 
mapAvg  and 

back mapT Avg  

13     Else  

14        Get sum of per phase average running time of same host, Recorded 

as 
backT  

15     End If 

16  End If 

17  Return 
backT   

 

C. Node Selection and Task selection 

Node selection is import for that data-local would help 

framework execute job faster. Besides, node to be selected 

should have relatively good performance at that time. The 

object of task selection is judging whether a task runs on a 

poor performance node. Also, in our strategy, the condition of 

start a back task is continuously changing according to (4). 

That is to say, if current progress is 50% and remT  equals 15 

seconds, backT  must smaller than 10, then the backup task 

would start. Once a backup task starts, we kill the native task 

immediately. 

1rem

back

T
Condition TaskProgress

T
       (4) 

 

IV. EXPERIMENT AND ANALYSIS 

In order to test the performance and benefits of our load 

balancing strategy, we simulate a real environment. Test-bed 

is made up of a personal computers and a server. The server is 

equipped with 288 GB of memory, a 10 TB SATA driver. The 

personal computers is equipped with 12GB of memory, a 

single 500GB disk and four Intel(R) Core(TM) 2.4GHz 

two-core processors. On the server, we run eight virtual 

machines and each virtual machine is given different amounts 

of memory and different number of processors. The detailed 

information is shown in Table I in Section IV.  

Then, the virtual machines run as the data nodes and the 

server run as the name node. To evaluate the performance of 

load strategy, we use WordCount, Sort and Grep. They are 

common applications used in MRV2 to evaluate strategy. The 

Purdue Benchmarks Suite provides us with this application 

workload and we use the free datasets [14] as the workloads 

input. Detailed inputs of these applications are shown in 

Table II.  
TABLE I  

THE DETAILED INFORMATION OF EACH VIRTUAL MACHINE 

NodeId Memory(GB) Core processors 

Node1 10 8 

Node2 8 4 

Node3 8 1 

Node4 8 8 

Node5 4 8 

Node6 4 4 

Node7 18 4 

Node8 12 8 

 
TABLE II 

INPUT OF THESE APPLICATIONS 

 WordCount Sort Grep 

Input(GB) 50 30 30 

Number of Mappers 200 200 200 

Number of Reducers 16 15 15 

 

The evaluation method is this paper can be expressed as the 

Eq. (5), which represents the different between another 

strategy and our Hadoop-NC divided by another strategy. 

 
OtherStrategy NC

Improvement
OtherStrategy


   (5) 

A. Evaluation of Node Classification 

To prove Node of classification is reasonable, we first ran 

WordCount for 5 times under the circumstance that 

speculative execution is disable. Then we collected the 

running information of map phase, and average consuming 

time was calculated. 

Fig.2 shows average consuming time of each node to finish 

a task. Difference is obvious and tasks running on node3 

consume much longer time than others. This proves that it is 

unreasonable to use mean consuming time to calculate.  
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Fig.2 Average Consuming Time of Each Node 

Fig.3 shows detailed running time of tasks on node1 and 

node8. This picture is depicted by 24 groups of sample s from 

all samples. Although lots of peaks in the figure, if we replace 

these data with mean value, these 2 lines would be relatively 

smooth. Those points have been smoothed can be seen as 

tasks generated by soft straggler, as shown in Fig.4. 

 

 
Fig.3 Detailed Running Time of Tasks on node1 and node8 

 
Fig.4 Data After Smoothing 

Concluded from Fig.3 and Fig.4, peaks are in Fig.3 can 

been seen as software straggles. And in figure.4, we assume 

that this the straggles have been processed and these tasks 

have been transferred in other nodes. Then, the tendency of 

time that tasks running on the same node is relative stable. So, 

we our method classify the time according to node is 

reasonable. Based on these, further experiments were 

operated, we used WordCount and Sort to evaluate our 

performance, which can respectively represent 2 types of 

application that one consumes CPU and the other is more 

sensitive to Memory. 

B. Evaluation of Hierarchy Index Mechanism 

In this part, we will evaluate it from the prosperity of time 

complexity. 

If we put all running information into a same list, then, 

when we search the list for a piece of data, the time 

complexity of search would be O(k) (k represents the number 

of all pieces of data). However, in our storage mechanism, if 

we successfully find data, average search time can be can 

simplified as log2(n)+k/n (n is the number of nodes). So the 

average time complexity can be simplified as O(log2(n)). 

Obviously, our hierarchy index mechanism can get a better 

performance, which has a smaller time complexity. 

C. Overall Evaluation of Performance 

Fig.5 shows for WordCount case, NC finishes jobs 12% 

faster than Hadoop-Original and 20% faster than 

Hadoop-None on average.   

Fig.6 shows that on average, NC finishes jobs 3% faster 

than Hadoop-Original and 19% faster than Hadoop-None. It 

is very terrible that Original speculative execution strategy 

has poor performance, but our Hadoop-NC still can reduce 

the execution time. 

Fig.7 shows for Grep case, NC finishes jobs 18% faster 

than Hadoop-Original and 10% faster than Hadoop-None on 

average.   

 
Fig.5 Job Execution Time of WordCount 

To analyze the reason why Original strategy has worse 

performance, we calculated the running information of these 

two applications under different strategies and drew a table. 

As shown in Table III. For WordCount, the backup success 

rate of Hadoop-NC is 20% and 16.7% higher than 

Hadoop-Original for map and reduce tasks. For Sort, the 

backup success rate of Hadoop-NC is 24.3% and 30.7% 

higher than Hadoop-Original. For Grep, the backup success 

rate of Hadoop-NC is 30% higher than Hadoop-Original. 

Also, resource consumption in cloud environment is also 

an important indicator to evaluate the performance of PaaS 

platform. Traditional speculative strategies only evaluate the 

performance from the prosperity of job execution time. 

However, resource consumption is usually ignored. In this 

paper, resource consumption is represented the number of 

containers and the time of the container occupied. So an Eq. is 

gotten as shown in (6). 

*Consumption Containers Seconds     (6)
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TABLE III 

DETAILED COMPARISON 

Workloads Strategy 
Sum of Backed-up 

Map Tasks 
Sum of Successful 

Backed-up Map Tasks 
Backup success rate (%) 

WordCount 
Hadoop-Original 85 40 47.1 

Hadoop-NC 55 38 69.1 

Sort 
Hadoop-Original 84 24 28.6 

Hadoop-NC 70 37 52.9 

Grep 
Hadoop-Original 68 32 47.1 

Hadoop-NC 35 27 77.1 

 

 

 
Fig.6 Job Execution Time of Sort 

 
Fig.7 Job Execution Time of Grep 

 

When it comes to resource consumption, shown in Fig.8, 

our strategy has an obvious improvement for WordCount 

samples, it save about 10% and 13% than Hadoop-None and 

Hadoop-Original. However, for Sort samples, although our 

strategy has an improvement over Hadoop-Original, more 

resource than Hadoop-None is consumed. It is very normal 

that if the speculative strategy cannot find straggle on time. 

For Gerp, because it consumes little time and the saved 

resource is not very obvious, but our strategy still has an 

improvement compared with Hadoop-None and 

Hadoop-Original. 

 

 

 

 

 

 

 
Fig.8 Resource consumption 

I. CONCLUSION 

In this paper, a new strategy called Speculation-NC is 

introduced and implemented in Hadoop-2.6. Experiment 

results have shown that our method can relatively save time 

and resource for WordCount sample. However, there is still 

much work can be done to improve the performance of MRV2 

for Sort sample further, both in execution and resource 

consumption. 
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� 
Abstract—We previously introduced a quick removing (QR) 

approach (currently part of the IEC 62439-3 standard under the 
terminology of “HSR Mode X”) to improve the high-availability 
seamless redundancy (HSR) protocol’s traffic performance. The 
idea of the QR approach is to remove the duplicated frame 
copies from the network when all nodes have received one copy 
of the sent frame and begin to receive the second copy. 
Therefore, forwarding the frame copies until they reach the 
source node, as occurs in a standard HSR, is not needed in a QR. 
In our previous paper, we applied the store and forward 
switching mode, whereas in this paper, we present the 
performance of the QR approach using a cut-through switching 
mode. The performance analysis showed a reduction percentage 
in frame latency that reaches about 49% compared to the store 
and forward switching mode. Consequently, this will improve 
network performance, free more bandwidth, and quickly deliver 
sent frames to their required destinations, which is a firm 
condition in many industrial and automation applications. 
 

Keyword— HSR protocol, QR approach, HSR Mode X, HSR 
traffic performance, cut-through, seamless redundancy, IEC 
62439-3. 
 

I.  INTRODUCTION 

ODERN control and time-critical systems typically 

require seamless communication networks. This means 

that some form of fault tolerance in the communications 

network is required to achieve satisfactory system 
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availability. High availability, which can be achieved through 

redundancy and fault tolerance, can prevent a system from 

momentary interruptions that may be considered inconvenient 

and may cause critical stoppage in some industrial 

applications.  

Generally, seamless communication with fault tolerance is 

one of the key requirements for Ethernet-based 

mission-critical systems, such as substation automation 

system (SAS) networks. A fault-tolerant Ethernet (FTE) 

eliminates the single point of failure and therefore improves 

the overall system availability [1]. Since the standard Ethernet 

does not provide a fault-tolerance capability, various FTE 

protocols for power applications have been developed [2]. 

Among these, only two protocols, the parallel redundancy 

protocol (PRP) and the high-availability seamless redundancy 

(HSR) protocol, which is standardized as IEC 62439-3, are 

suitable for seamless communication [2-4]. Both HSR and 

PRP are based on the same principle of active redundancy by 

duplicating the information frames, therefore resulting in a 

zero-delay reconfiguration in the event of a switch or link 

failure; however, only the HSR protocol is addressed in this 

paper because it is generally accepted as the developed 

version of PRP. The HSR protocol is a redundancy protocol 

for Ethernet-based networks, and it provides duplicated frame 

copies for each frame sent. In other words, the HSR protocol 

provides two frame copies for the destination node, one from 

each side, enabling zero-fault recovery time in case one of the 

frame copies is lost. This means that even in the case of a node 

failure or a link failure, there is no stoppage of network 

operations. If both sent copies reach the destination node, the 

node will take the fastest copy and discard the other copy. 

This feature of the HSR protocol makes it very useful for 

time-critical and mission-critical systems. 

 Generally, the HSR-based network has four types of nodes 

[5]: 

� A doubly-attached node for HSR (DANH), which has 

two HSR ports sharing the same medium access control 

(MAC) and Internet protocol (IP) set addresses. This allows 

the address management protocols, such as the address 

resolution protocol (ARP), to operate as usual without 

modification, which simplifies network engineering. Each 

DANH node will duplicate a non-HSR frame that is generated 

at the upper layer into two frame copies. It will then append an 
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HSR tag to each copy and send two copies out through DANH 

ports, one in a clockwise direction and the other in a 

counter-clockwise direction; 

� A single-attached node (SAN), which is a non-HSR 

device, such as a commercial printer, server, or laptop. It 

cannot be directly inserted into the HSR networks because it 

lacks the forwarding capability of an HSR node and does not 

support the HSR tag. They must be attached through a 

redundancy box (RedBox) node type; 

� A RedBox node, which has three ports. Two ports are 

HSR ports, and the third one is an Ethernet port that any SAN 

device, such as a PC, can be plugged into to be engaged with 

the HSR network. The RedBox node forwards the frames over 

the HSR network like any other HSR node and acts as a proxy 

for all SANs that access it. Thus, it must keep track of all 

traffic on behalf of the SANs. The RedBox can also act as a 

switch for the SANs. Therefore, it is somewhat more complex 

than HSR nodes; 

� A quadruple port device (QuadBox node), which has 

four HSR ports. Each pair shares the same MAC and IP 

addresses. This type of node is used to connect two rings or 

networks. The QuadBox node removes duplication and 

performs additional tasks, such as multicast and virtual local 

area network (VLAN) filtering. 

The primary drawback of the HSR protocol is the 

unnecessary traffic due to the duplicated frames that are 

generated and circulated inside the network. If a typical HSR 

is applied, traffic will be doubled at each QuadBox node type. 

The situation becomes worse when the HSR is used for a 

generic object-oriented substation event (GOOSE) and 

sampled values (SV) messages’ transmissions, which 

generate large amounts of traffic. This downside will degrade 

network performance and may cause network congestion or 

even stoppage. Therefore, data traffic control is essential for 

maximizing network operational performance [6]; however, 

due to the potential advantages of HSR, several works have 

also focused on implementing the HSR [7-9] and improving 

its performance by reducing its unnecessary redundant traffic 

[10-15]. To address this issue, we have proposed an HSR 

approach called quick removing (QR) [10] to remove the 

unnecessary redundant traffic from the network instead of 

allowing it to circulate inside the network and consume its 

bandwidth. The idea of the QR approach was to remove the 

duplicated frame copies from the network when all nodes 

have received one copy of the sent frame and began to receive 

the second copy. Due to the high efficiency of our QR 

approach, other papers and research studies have referred and 

reported on the QR approach, such as [16,17]. Consequently, 

the International Electrotechnical Commission (IEC) has 

included the QR approach in the newest edition of the IEC 

62439-3 standard, Ed. 03- 2016, under the terminology of 

HSR mode X.  

Nevertheless, in [10], we only considered the store and 

forward switching mode in which the entire frame needs to be 

stored in the ingress of the node before the node can forward 

it. Obviously, the node will require more time to forward the 

frame because the CRC code must be calculated and 

compared with the code appended to the frame to ensure that 

the received frame is error-free before sending it to the upper 

layers or forwarding it to the next nodes. In this case, as soon 

as the receiving node realized that it is the destination node of 

the received frame, the receiving node will wait to receive and 

read the source MAC address of the received frame. Then, the 

node will check its received frames table to see whether it has 

already received a copy from that frame. If the node does not 

find the source MAC address in its table, then it will buffer all 

received bytes until the reception of all is complete, and then, 

calculate the CRC code and compare it to the frame’s CRC. If 

they are equal, the node will send that frame to the upper 

layers and update its received frames table; otherwise, it will 

delete it. 

If the node does find the received source MAC address in 

its received frames table, then it will clearly, under this type of 

switching node, the node will require less time to forward the 

frame compared to the time used for the store and forward 

type. In other words, the cut-through mode will be much faster 

than the store and forward mode [18].  

In this paper, we discuss the HSR node’s behavior under 

the QR approach using the cut-through switching mode. 

Previously, we introduced this in [19], but in this paper, we 

add more details to the performance analysis of the QR 

approach under this type of switching mode.  

The remainder of the paper is organized as follows. In 

Section II, we introduce our QR approach behavior under the 

cut-through switching mode. In Section III, we describe the 

analytical performance analysis of the QR approach under the 

cut-through switching mode. Section IV shows the results of 

the simulation analysis. Finally, in Section V, we summarize 

our work and present our conclusions. 

 

II. QR APPROACH UNDER THE CUT-THROUGH 

SWITCHING MODE 

QR is an approach used to improve the traffic performance 

of the standard HSR protocol. It can be applied to any 

closed-loop network topology for all traffic types, especially 

the multi/broadcast type. The QR approach aims to remove 

the redundant frame copies from the network when all nodes 

have received one copy of the sent frame and begin to receive 

the second copy; however, the QR approach will only be 

applied to the data HSR frame types. Exempt from that the 

HSR supervisory frame type to allow the network nodes to 

check the network status of redundancy. The HSR node will 

recognize whether the received frame is a supervisory or a 

data frame through the bit pattern of the 4-bit path field of the 

received frame. The bit pattern of the supervisory frame type 

is 1111, whereas the data HSR frames have a bit pattern in the 

range of 0001-1001. 

The QR approach does not need to use any special control 

frames; however, in [10], we discussed our QR approach 

using the store and forward switching mode only, which 

showed that the QR approach can reduce the unnecessary 

redundant network traffic in HSR networks up to 50%, as 

illustrated in Fig. 1.  

In this paper, the application of the cut-through switching 

mode in the QR approach is described, which provides faster 

transmission and frees more bandwidth. Under the store and 

forward switching mode, the QR nodes wait to receive all of 

the frame’s bytes and to calculate the CRC code to ensure that 

the received frame is error-free before deciding to send it to 
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the upper layers or forward it to the next nodes; however, 

under the cut-through switching mode, when a node receives a 

frame, it reads the first 6 bytes, or the destination MAC 

address. Thereafter, the node takes the following actions 

according to the type of destination MAC address. 

A. Unicast MAC Type (The Receiving Node is the 
Destination Node for The Received Frame) 
In this case, as soon as the receiving node realized that it is 

the destination node of the received frame, the receiving node 

will wait to receive and read the source MAC address of the 

received frame. Then, the node will check its received frames 

table to see whether it has already received a copy from that 

frame. If the node does not find the source MAC address in its 

table, then it will: 

1) Buffer all received bytes until the reception of all is 

complete, and then,  

2) Calculate the CRC code and compare it to the frame’s 

CRC. If they are equal, the node will send that frame to 

the upper layers and update its received frames table; 

otherwise, it will delete it. 

If the node does find the received source MAC address in 

its received frames table, then it will: 

3) Wait to receive and read the HSR frame’s header to 

check the sequence number if it is in the received frames 

table. If it is, then the node will delete the bytes that have 

been received thus far and all remaining bytes that will be 

received sequentially; otherwise, it will: 

4) Buffer all received bytes until the reception of all is 

complete, and then,  

5) Calculate the CRC code and compare it to the frame’s 

CRC. If they are equal, the node will send that frame to 

the upper layers and update its received frames table; 

otherwise, it will delete it 

B. Unicast MAC Type (The Received Frame is Heading to 
other Node) 
If the received frame is a unicast type and is heading to a 

node other than the receiving node, or in other words, the 

frame is passing through the receiving node and going to 

another node, the receiving node will: 

1) Look for that destination MAC address of the received 

frame in its forwarded frames table. If the address is not 

in the table, then the node will sequentially forward all 

received bytes into the other node’s ports and then update 

its forwarded frames table. 

2) If the destination MAC address is in the table, the node 

will wait to receive and read the source MAC address of 

the received frame and look up the table again for that 

pair of addresses. If the address pair does not exist, then 

the node will sequentially forward all received bytes into 

the other node’s ports and then update its forwarded 

frames table; however, if that address pair is in the table, 

the node will wait to receive and read the HSR header of 

the frame to see whether it has already forwarded the 

same frame. If the node finds that it has forwarded a 

frame with the same destination, source MAC address, 

and HSR header, then the node will delete the received 

bytes and all remaining bytes of that frame as soon as 

they reach the node. Otherwise, the node will 

sequentially forward all received bytes into the other 

node’s ports and then update its forwarded frames table.  

C. Multi/broadcast MAC Type 
The receiving node will wait to receive and read the source 

MAC address to determine whether the node has already 

received a copy of that frame. If the source node of that frame 

is not in the received frames table, then the node will: 

1) Make a copy of each received byte, buffer it, and then 

forward the original bytes into the other ports.  

2) When all bytes of that frame are received, the node will 

calculate the CRC code and compare it to the frame’s 

CRC code. If they are equal, the node will send that frame 

to the upper layers and update its received frames table. 

Otherwise, it will delete it. 

If the source MAC address is shown in the received frames 

table, the node will wait to receive and read the HSR frame’s 

header. If the node shows that it has already received a copy 

of that frame, then the node will delete the received bytes and 

stop making a copy of each received byte of that frame; but it 

will only forward these bytes into the other ports if the node 

has not did that for that received frame.  

 If the source MAC address is not shown in the received 

frames table, then the node will: 

1) Make a copy of each received remaining byte of that 

received frame, buffer it, and then forward the original 

bytes into the other ports.  

2) When all bytes of that frame are received, the node will 

calculate the CRC code and compare it to the frame’s 

CRC code. If they are equal, the node will send that frame 

to the upper layers and update its received frames table. 

Otherwise, it will delete it. 

Fig. 2 includes a flow chart that summarizes the QR steps 

under the cut-through switching mode. 

 

III. ANALYTICAL PERFORMANCE ANALYSIS 

In this section, we will demonstrate the performance of the 

QR approach under the cut-through switching mode 

compared to the store and forward mode from the point of 

view of the frame latency using the analytical approach. Let us 

consider the network shown in Fig. 3 as an example for our 

performance analysis; however, assume that node C has sent a 

unicast frame to node G. The following expression represents 

the latency of the frame from the time at which the sending 

 
Fig. 1 Traffic reduction percentage (RP) of QR to the standard HSR 

protocol with respect to the number of nodes in a single ring. 
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node sent its bits until the destination node has received all of 

the bits: 

nprct ��� ���  

where ct is the frame latency under the cut-through 

switching mode, r� is the transmission delay time, p� is the 

propagation delay time, which is assumed to be zero because 

the network example has short link lengths, and n� is the node 

processing rate. Assume the queuing delay time is zero. 

The above expression can be written as: 
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where l  is the number of network links, f  is the frame size 

in bits, �  is link capacity in bits per second, n  is the number 

of nodes in the path of the sent frame, h  is the frame header 

size in bits, and �  is the node processing rate. h  might be 48 

bits when the received node only reads the destination MAC 

address of the received frame, or it might be 96 bits or even 

144 bits if the destination MAC, the source MAC, and the 

HSR frame header are read. 

The term )2( �n  represents the exclusion of the source and 

destination nodes from the calculation of the delay time on the 

path of the sent frame, whereas 
��
�
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 represents the delay time 

of the destination node. 

On the other hand, the latency under the store and forward 

switching mode can be determined as follows: 
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)2( �n  represents the exclusion of the source node from the 

calculation of the delay time on the path of the sent frame. 

Assume that the frame size that node C has sent is 1522 

bytes, each of the network links’ capacity is 100Mb/s, and the 

node processing rate is 100Mb/s. Thereafter, the latency 

under both the cut-through and store and forward switching 

modes will be determined using (1) and (2) as follows: 
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Note that 48�h  bits, which is the size of the destination 

MAC address of the sent frame, because each node can 

recognize that the frame is a unicast frame and is sent to a 

unique address. Therefore, the nodes do not need to read 

additional bits from the frame. 
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Let us find the latency reduction percentage with respect to 

the network size, or in other words, with respect to the number 

of network nodes. This can be represented in the following 

expression: 
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where �  is the latency reduction percentage of the 

cut-through mode compared to the store and forward mode. 
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Assume that �� � . In Fig. 3, the path from nodes C to G 

has a number of links equal to the number of nodes ‒1, or it 

can be said that 1�� nl .  

Thus, we can rewrite the above expression as follows: 

 
 

Fig. 2 Flow chart of the HSR node under the operation of the QR 

approach using the cut-through switching mode. 

 
Fig. 3 An HSR example network for analytical analysis. 
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It is obvious from (3) that �  is not affected by the number 

of nodes when this number becomes large; on the contrary, it 

varies inversely with respect to the frame size. Fig. 4 shows 

that �  increases when the frame size increases, and the 

maximum reduction percentage that can be achieved is 49.4% 

when 144�h and 1522�f bytes; however, the lowest �  value 

is about 35% when the frame size is 64 bytes. It is also shown 

in Fig. 5 that the cut-through mode offers less latency than the 

store and forward mode, which in turn improves network 

performance and delivers the sent frames quickly. 

 

IV. SIMULATION ANALYSIS  

To illustrate the performance of the QR approach in a wider 

network, the network shown in Fig. 6 was selected as a 

network example for simulating the QR operation under both 

the cut-through switching and the store and forward modes. 

Then, the results were compared. For this purpose, the 

OMNeT++ Simulator version 4.6 [20] was used in two 

scenarios. In these scenarios, the frame latency of all 

travelling frames in the network was accumulated and then 

compared under both switching modes. Assume that the frame 

size is 1522 bytes, all channels have a capacity of 100Mb/s, 

and all nodes have a processing rate of 100 Mb/s. 

A. First scenario 
In this scenario, each source node of the connection pairs 

listed in Table I sent 10 frames to each corresponding node in 

its pair (source-destination). In other words, this scenario was 

used for testing the QR approach with the cut-through 

switching mode under a unicast traffic type.  

B. Second scenario 
Table II shows the details of the connection pairs for this 

scenario in which each source node sent 10 multi/broadcast 

frame types. 

For both scenarios, the simulation tests were conducted 

 
 

Fig. 4 Percentage of latency reduction versus frame size. 

 
Fig. 5  Frame latency under the cut-through and store and forward 

switching modes using the QR approach. 

 
Fig. 6 An example network for simulation analysis. 

TABLE I 

DETAILS OF THE CONNECTION PAIRS FOR THE FIRST SCENARIO 

 

# Source node Destination node 

1 Node 1 Node 14 

2 Node 2 Node 10 

3 Node 11 Node 3 

4 Node 9 Node 13 

5 Node 15 Node 12 

6 Node 16 Node 4 

7 Node 3 Node 15 

8 Node 4 Node 9 

9 Node 13 Node 10 

10 Node 14 Node 2 

11 Node 10 Node 1 

12 Node 12 Node 16 
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under the cut-through and store and forward switching modes. 

The results are shown in Figures 7 and 8.  The results illustrate 

that the QR approach has a better performance under the 

cut-through switching mode with respect to the frame latency 

parameter. 

 

V. CONCLUSIONS 

In this paper, we describe HSR node behavior when it 

receives a frame under the QR approach (HSR mode X) using 

the cut-through switching mode as well as which actions it 

will take to receive or forward the received frame depending 

on the destination MAC, source MAC, and HSR header. We 

also simulated the QR performance from the point of view of 

the frame latency because the cut-through and the store and 

forward switching modes will not differ from the traffic 

reduction aspect. In a single ring network topology, the QR 

approach under the cut-through switching mode was shown to 

have reached a reduction percentage in the frame latency of 

more than 49% compared to the store and forward mode 

when 144�h and 1522�f bytes. In general, a reduction 

percentage ranges from 35% to 49% with respect to the frame 

size. The simulation analysis also showed a superior 

performance of the QR approach under the cut-through mode 

for both of the proposed scenarios, or in other words, under 

any traffic type.  
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