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Abstract—Turbo codes have been incorporated into many important wireless communication standards including the satellite return channel in DVB-RCS standards. According to their iterative nature, the computational complexity of turbo decoder is much higher than that of convolutional FEC decoders. From the hardware implementation point of view, the complexity can be reduced by using quantized decoder. For DVB-RCS turbo coding, there are many block sizes and different code rates. In order to realize the DVB-RCS turbo decoder efficiently, an algorithm should be developed for the best computation of quantization range for each code rate and at different signal-to-noise ratios. This paper investigates the decoder input quantization of low complexity decoding algorithm and proposes an algorithm for efficient decoder quantization by introducing a scaling factor into the decoding algorithm, aiming to achieve significant improvement in the hardware implementation of the decoder architecture.

Index Terms—DVB-RCS; Max-log-MAP; Quantization; Turbo Decoder; Reduced Complexity

I. INTRODUCTION

Founded by the European Telecommunications Standards Institute (ETSI) in 1993, the Digital Video Broadcasting (DVB) project intended to standardize the digital television services. DVB-S was the initial standard of digital television with satellite delivery, that used a concatenation of an outer (204,188) byte shortened Reed Solomon code and an inner constraint length 7, variable rate (r ranges from 1/2 to 7/8) convolutional code [1]. DVB-S was a widely accepted standard in the forward link of broadband satellite communications. The second generation DVB-S2 includes the transmission of multimedia contents and a variety of uni-cast and multicast services. Internet over DVB-S is a natural competitor against cable modem and DSL technology, and its universal coverage allows even the most remote areas to be served. Because DVB-S only provides a downlink, an uplink is also needed to enable interactive applications such as web browsing. The uplink and downlink need not be symmetric, since many Internet services require a faster downlink.
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Transmitting an uplink signal back to the satellite over the same antenna used for receiving the downlink signal, rather than using a telephone modem, became an attractive alternative for the subscriber equipment. DVB-RCS standards have been approved for Return Channel via Satellite; it provides two-way, full IP, asymmetric communications via satellite. In this way not only the service can be quickly deployed, but the cost of the service and the quality are independent of the distance between the terminal and access point. This makes the service provided via the satellite a strong competitor in those cases where cable modems are not economically possible. However, given the small antenna aperture and requirement for a low-cost, low-power amplifier, there is very little margin on the uplink. Therefore, strong FEC coding is desired. Turbo codes have shown great performance among forward error correction (FEC) codes; they have been used by many standards like Wideband CDMA, and Third Generation Partnership Project (3GPP) for IMT-2000. For its major advancement in channel coding area, convolutional turbo code are well-suited for mobile satellite broadcasting applications and it has been chosen for DVB-RCS standards [2]. The big advantage of turbo codes is their data transmission reliability within a half decibel of Shannon Limit.

DVB-RCS standards are open to provide interactive broadband access over satellite. It allows a central gateway or hub to broadcast IP date on the forward link in the DVB MPEG2 format to large number of small terminals with data rates up to 48 Mbit/s. Satellite terminals can send return signals to the hub on the forward link. Twelve frame sizes are supported ranging from 12 bytes to 216 bytes, including 53 byte frame compatible with ATM and a 188 byte frame compatible with both MPEG-2 and the original DVB-S standard. The return link supports data rates from 144 kbps to 2 Mbps and is shared among terminals by using multi-frequency time-division multiple-access (MF-TDMA) and demand-assigned multiple-access (DAMA) techniques. DVB-RCS turbo code was optimized for short frame sizes and high data rates; it supports seven code rates, 1/3, 2/5, 1/2, 2/3, 3/4, 4/5, and 6/7. The outstanding coding performance of those codes requires the investigation of hardware implementation issues. For portable radio terminal, low power consumption is a key implementation issue. Decoding algorithm simplification and quantization are very important issues leading to reduction of power consumption. In the past, several algorithms have been used in order to simplify the decoding process of turbo codes.
The penalty paid for those algorithms which aim to reduce the complexity is small error rate performance degradation as compared to the performance achieved in case of using the optimal algorithm. An additional correction term is required to be added in order to minimize the performance degradation.

In this paper, our intention is to apply a simplified decoding algorithm for DVB-RCS turbo codes. It is our objective to investigate the impact of the decoder quantization on the requirement of the decoder performance. The paper proposes an algorithm for efficient decoder quantization that can be applied on different DVB-RCS code rates and block sizes in order to achieve a reduced decoder complexity. The structure of DVB-RCS turbo encoder followed by a brief review of turbo decoding algorithms is introduced, for interested reader, in section II. The structure of DVB-RCS turbo decoder is then highlighted for the Duobinary case. The quantized decoder is discussed in section III. In section IV, simulation results are presented for different frame lengths and code rates of DVB-RCS turbo codes. The effect of quantized decoder is then investigated, and the algorithm for efficient decoding quantization is proposed and tested.

II. DVB-RCS TURBO CODES

DVB-RCS turbo encoder is composed of two identical Recursive Systematic Convolutional (RSC) encoders along with Log-MAP or Max-log-MAP decoding [3]. If the encoder begins and ends at a known state, such as the all-zeros state, the decoder for each constituent code performs better. One alternative to do this is by independently terminating the trellis of each encoder with a tail, which forces the encoder back to the all-zeros state. However, forcing the encoder to a known state at the end of the encoding stage by adding tail bits, presents two major drawbacks: First, the minimum free distance \(d_{\text{free}}\) is no longer equal to the original minimum free distance for all information data. Second, the spectral efficiency of the transmission is degraded specially for small frame lengths supported by DVB-RCS [4]. The other alternative to terminate the trellis of the code is done by using Circular Recursive Systematic Convolutional (CRSC) encoding [5]. CRSC start the encoding at the circular state \(S_0\), and end the encoding in the same state without the aforementioned drawbacks.

DVB-RCS turbo code uses duobinary constituent encoders defined over GF(4) instead of using binary encoders defined over GF(2). The double binary turbo codes have several benefits compared with classical turbo codes, which use RSC single binary codes, [6]: (a) Reducing the correlation effects between the component decoders, improves the performance. (b) Introducing periodic disorder in the symbols increases the minimum free distance. (c) Duobinary codes are less sensitive to puncturing than the single binary codes; hence puncturing can be used to increase the code rate and data rate. (d) The trellis contains half as many states as a binary code of identical constraint length (but the same number of edges), and therefore needs half as much memory, and the decoding hardware can be clocked at half the rate as a binary code. (e) Suboptimal but efficient Max-log-MAP algorithm at a cost of only about 0.1-0.2 dB relative to the optimal log-MAP algorithm can be used to decode the duobinary code; this is in contrast with binary codes, which lose about 0.3-0.4 dB when decoded with the Max-log-MAP algorithm [7]. Additionally, duobinary codes are less impacted by the uncertainty of the starting and ending states when using tail biting, and perform better than their binary counterparts when punctured to higher rates.

A. DVB-RCS Encoder Structure

The block diagram of the turbo encoder that is used by DVB-RCS is shown in Figure 1, and the CRSC constituent encoder is shown in Figure 2 as described in the standardized DVB-RCS. The encoder is fed blocks of \(k\) message bits which are grouped into \(N = k/2\) couples. The number of couples per block can be \(N \in \{48, 64, 212, 220, 424, 432, 440, 752, 848, 856, 864\}\). The number of bytes per block is \(N/4\). In Figure 2, \(A\) represents the first bit of the couple, and \(B\) represents the second bit. The two parity bits are denoted \(W\) and \(Y\) [8].

![Fig. 1. Block diagram of DVB-RCS Turbo encoder.](image)

![Fig. 2. Duobinary CRSC constituent encoder used by DVB-RCS.](image)

The block must be encoded twice by each constituent encoder because of the tail biting nature of the code. First, the encoder is initialized to the all-zeros state, \(S_0 = [0 \ 0 \ 0]\). After the block is encoded, the final state of the encoder \(S_N\) is used to derive the circulation state. The circulation state \(S_x\) is given by:

\[
S_x = (I + G^N)^{-1} S_N
\]  

where

\[
G = \begin{bmatrix}
1 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
\end{bmatrix}
\]
In practice, the circulation state $S_k$ can be found from $S_k$ by using a lookup table [2]. Once the circulation state is found, the data is encoded again. This time, the encoder is set to start in state $S_k$ and will be guaranteed to also end in state $S_k$.

### B. Turbo Decoding Algorithms

In a typical turbo decoding system, two decoders operate iteratively and pass their decisions to each other after each iteration. These decoders should produce soft-outputs to improve the decoding performance. Such a decoder is called a soft-input soft-output (SISO) decoder [9]. Each decoder operates not only on its own input, but also on the other decoder’s incompletely decoded output, which resembles the operation principle of turbo engines. Generally, we assume that the encoded information sequence, $X_k$, is transmitted over an additive white gaussian noise (AWGN) channel, and a noisy received sequence, $Y_k$, is obtained. In binary case, each decoder calculates the log-likelihood ratio (LLR) for the $k^{th}$ data bit $d_k$, as follows:

$$L(d_k) = \log \left( \frac{P(d_k = 1)}{P(d_k = 0)} \right)$$

The LLR can be decomposed into three independent terms as:

$$L(d_k) = L_{apri}(d_k) + L_e(d_k) + L_x(d_k)$$

where $L_{apri}(d_k)$ is the a priori information of $d_k$, $L_e(d_k)$ is the channel measurement, and $L_x(d_k)$ is the extrinsic information exchanged between the constituent decoders. LLR computations can be performed by using one of the two main turbo decoding algorithms: Soft Output Viterbi Algorithm (SOVA) [10] and Maximum A posteriori Probability (MAP) [3]. The difference between the two algorithms is that, MAP algorithm seeks for the most likely data sequence, while SOVA

$$\gamma_i(S_{k-1}, S_k) = \beta_i(S_k) \gamma_i(S_{k-1}, S_k)$$  \hspace{1cm} (7)

The branch metric for each possible transition can be calculated as:

$$\gamma_i(S_{k-1}, S_k) = A_k P(S_i | S_{k-1}) \exp \left[ \frac{2}{\nu_k} (y^S_i x^o_i (i) + y^S_i x^e_i (i, S_{k-1}, S_k)) \right]$$  \hspace{1cm} (8)

where $A_k$ is a constant, $x^o_i$ and $x^e_i$ are the transmitted systematic data and parity bits at the transmitter side, and $y^S_i$, $y^e_i$ are the received noisy bits at the receiver side, respectively.

#### 2) Log-MAP Algorithm

It is a simplified version of MAP algorithm to avoid the mathematical computations complexity. Log-MAP performs the calculations in the logarithmic domain by replacing the exponential and logarithm by the max* operator as follows:

$$\max^* (x, y) = \ln(e^x + e^y) = \max(x, y) + \log(1 + e^{y-x})$$  \hspace{1cm} (9)

where the term $\log(1+e^{y-x})$ is a correction function that can be calculated by using look-up table.

#### 3) Max-Log-MAP algorithm

It approximates the computation of max* operator in Log-MAP algorithm for the sake of simplicity by omitting the correction term, $\log(1+e^{y-x})$ to become as follows:

$$\ln(e^x + e^y) \approx \max(x, y)$$  \hspace{1cm} (10)

From the hardware implementation point of view, the complexity is reduced at the expense of decoder performance degradation [7].

### C. DVB-RCS Decoder Structure

The decoding process of turbo codes involves the iterative exchange of extrinsic information between the two component decoders. In binary case, only two types of transmitted symbols are possible, 0 or 1. In the decoding process of DVB-RCS code, the case is duobinary which is more complicated. In this case, four types of transmitted symbols are possible, (00, 01, 10, or 11). The corresponding likelihood ratios are as follows:

$$\frac{P(d_k = 00 / y)}{P(d_k = 00 / y)} \cdot \frac{P(d_k = 00)}{P(d_k = 00)}$$  \hspace{1cm} (11)

$$\frac{P(d_k = 01 / y)}{P(d_k = 01 / y)} \cdot \frac{P(d_k = 01)}{P(d_k = 01)}$$  \hspace{1cm} (12)

$$\frac{P(d_k = 10 / y)}{P(d_k = 10 / y)} \cdot \frac{P(d_k = 10)}{P(d_k = 10)}$$  \hspace{1cm} (13)

$$\frac{P(d_k = 11 / y)}{P(d_k = 11 / y)} \cdot \frac{P(d_k = 11)}{P(d_k = 11)}$$  \hspace{1cm} (14)

where, $d_k$ represents the transmitted symbol at time instant $k$, and $y$ is the received continuous valued noisy symbol.
Performing the decoding in the log-domain is more preferred than in the probability domain since the low complexity Max-log-MAP algorithm can then be applied [3]. Unlike the decoder for a binary turbo code, which can represent each binary symbol as a single log-likelihood ratio, the decoder for a duobinary code requires three log-likelihood ratios. For example, the likelihood ratios for message couple \((A_0, B_0)\) can be represented in the form:

\[
\Lambda_{a,b}(A_k, B_k) = \log \frac{P(A_k = a, B_k = b)}{P(A_k = 0, B_k = 0)}
\]  

(15)

where \((a, b)\) can be \((0, 1), (1, 0),\) or \((1, 1)\).

Figure 3 shows the iterative decoder that can be used to decode the DVB-RCS turbo code. \(\{\Lambda_{a,b}^{(o)}(A_k, B_k)\}\) denotes the set of LLRs corresponding to the message couple at the input of the decoder and \(\{\Lambda_{a,b}^{(o)}(A_k, B_k)\}\) is the set of LLRs at the output of the decoder. The input LLR values are provided to each decoder along with the received values of the parity bits generated by the corresponding encoder (in LLR form). The decoder can produce the updated LLRs \(\{\Lambda_{a,b}^{(o)}(A_k, B_k)\}\) at its output by using these inputs and the knowledge of the code constraints. As with binary turbo codes, extrinsic information is passed to the other constituent decoder instead of the raw LLRs. This prevents the positive feedback of previously resolved information. Extrinsic information is found by simply subtracting the appropriate input LLR from each output LLR, as indicated in Figure 3.

It is fairly straightforward to extend the log-MAP and max-log-MAP algorithms [3] to the duobinary case. Each branch must be labeled with the log-likelihood ratios corresponding to the systematic and parity couples associated with that branch. Because QPSK modulation is orthogonal, the LLR of message couple \((A, B)\) can be initialized prior to being fed into the first decoder as \(\Lambda_{a,b}^{(o)}(A_k, B_k) = a \Lambda(A_k) + b \Lambda(B_k),\) where \(\Lambda(C) = \log(P(C = 1)/P(C = 0)).\) Since the extrinsic information about the parity bits is not exchanged, the parity bits can always be decomposed in a similar manner. However, for the systematic bits, the three likelihood ratios defined in (15) must be calculated during each iteration and exchanged between the decodees.

Now let \(\gamma_k(S_i \rightarrow S_j)\) denote the branch metric corresponding to state transition \(S_i \rightarrow S_j\) at time \(k.\) The branch metric depends on the message and parity couples that label the branch along with the channel observation and extrinsic information at the decoder input. In particular, if transition \(S_i \rightarrow S_j\) is labelled by \((A_k, B_k, W_k, Y_k) = (a, b, w, y)\) then the branch metric \(\gamma_k(S_i \rightarrow S_j)\) is given by:

\[
\gamma_k(S_i \rightarrow S_j) = \Lambda_{a,b}^{(o)}(A_k, B_k) + w\Lambda(W_k) + y\Lambda(Y_k)
\]  

(16)

Now let \(\alpha_k(S_i)\) denote the normalized forward metric at trellis stage \(k\) and state \(S_i,\) while \(\alpha'_{k+1}(S_i)\) is the forward metric at trellis stage \(k + 1\) and state \(S_i\) prior to normalization. The forward recursion is given by:

\[
\alpha'_{k+1}(S_j) = \max_{S_i \rightarrow S_j} \{\alpha_k(S_i) + \gamma_k(S_i \rightarrow S_j)\}
\]  

(17)

The forward metrics are normalized with respect to the metric stored in state zero after computing the forward recursion for all \(S_j\) at time \(k+1\) as follows:

\[
\alpha_{k+1}(S_j) = \alpha'_{k+1}(S_j) - \alpha'_{k+1}(S_0)
\]  

(18)

Again, let \(\beta'_{k+1}(S_i)\) denote the normalized backward metric at trellis state \(k+1\) and state \(S_i,\) and \(\beta_k(S_i)\) denote the backward metric at trellis state \(k\) and state \(S_i\) prior to normalization. The backward recursion is given by:

\[
\beta'_{k+1}(S_i) = \max_{S_j \rightarrow S_i} \{\beta_k(S_j) + \gamma_k(S_j \rightarrow S_i)\}
\]  

(19)

The backward metrics are normalized with respect to the metric stored in state zero after computing the backward recursion for all \(S_j\) at time \(k\) as follows:

\[
\beta_k(S_i) = \beta'_{k+1}(S_i) - \beta'_{k+1}(S_0)
\]  

(20)

The sets of forward and backward metrics are then stored and used to find the LLR values according to (15). For each branch the likelihood ratio can be computed as follows:

\[
Z_k(S_i \rightarrow S_j) = \alpha_k(S_i) + \gamma_k(S_i \rightarrow S_j) + \beta_{k+1}(S_j)
\]  

(21)

For message pair \((A_k, B_k) = (a, b)\) the likelihood is calculated as:

\[
t_k(a, b) = \max_{S_i \rightarrow S_j(a,b)} \{Z_k\}
\]  

(22)

And the possible values for \((a, b)\) are 01, 10, or 11. At the decoder output, the LLR value is given by:

\[
\Lambda_{a}^{(o)}(A_k, B_k) = t_k(a, b) - t_k(0,0)
\]  

(23)

After the iteration process is completed, either by fixed number of iterations or based on some convergence criterion, the LLR of each bit in the couple \((A_k, B_k)\) is computed to take the final decision by comparing them to threshold:

\[
\Lambda(A_k) = \max^* \{\Lambda_{a}^{(o)}(A_k, B_k), \Lambda_{a}^{(o)}(A_k, B_k)\} - \max^* \{\Lambda_{b}^{(o)}(A_k, B_k), \Lambda_{b}^{(o)}(A_k, B_k)\}
\]  

(24)

\[
\Lambda(B_k) = \max^* \{\Lambda_{b}^{(o)}(A_k, B_k), \Lambda_{b}^{(o)}(A_k, B_k)\} - \max^* \{\Lambda_{a}^{(o)}(A_k, B_k), \Lambda_{a}^{(o)}(A_k, B_k)\}
\]  

(25)

where \(\Lambda_{a,0}^{(0)}(A_k, B_k) = 0.\)
III. DVB-RCS FINITE PRECISION TURBO DECODER

In the design phase of turbo codes, good results can be achieved through floating-point software simulations. On the other hand, the efficient hardware implementation of DVB-RCS turbo decoder means, achieving the best performance in terms of area, speed, and low power consumption without loss of error correction capability. The decoding of turbo codes is an iterative process and each iteration needs a lot of processing and calculations. This adds challenge for hardware implementation including huge processing and storage requirements. There is always a tradeoff between hardware complexity and decoder capability in order to achieve the most efficient implementation of the decoder. At different abstraction levels, some design modifications have to be done including algorithmic, architectural, and circuit levels. Fixed point representation might be realizable and preferable for this reason, during hardware implementation phase; circuits then can process the data in finite precision. Finding a fixed point model that has all bit-widths as small as possible under the condition of an acceptable degradation in coding performance is the primary goal when implementing quantized decoder [11]. In terms of speed, area and power consumption the smaller the bit-width of quantization, the better is the decoder performance. In the same time the performance of the decoder is also affected, for this reason, the quantization should be optimized to control the complexity of the implementation.

For the decoding of turbo codes as it was mentioned before, at the algorithmic level also, a lot of modifications have been done already on decoding algorithms [7]. Avoiding the numerical problems of MAP decoding algorithm, additions instead of multiplications can be used in calculating the extrinsic metric of Log-MAP decoding algorithm. For the sake of more complexity reduction, quantized Max-Log-MAP decoding algorithm can be implemented.

IV. SIMULATIONS AND RESULTS

The performance of the floating-point simulation of DVB-RCS turbo codes is first evaluated using matlab computer based simulation. The performance has been evaluated in terms of bit error rate (BER) against bit energy $E_b$ in an additive white Gaussian noise (AWGN) channel, having single-sided power spectral density $N_0$. All the block lengths stated by the standards ranging from 48 to 864 message couples have been included in this simulation. The modulation type is quadrature phase shift keying (QPSK). At the receiver side, a maximum of ten decoding iterations have been performed. Figure 4 shows the influence of the block size on the BER curve at code rate 1/3 while Figure 5 and Figure 6 show the influence of the code rate on the BER curve for two different frame lengths of 48, 212 message couples on the BER. Results are shown for all seven code rates when the block sizes are $N = 48$ and 212 message couples, respectively, and ten iterations of Max-Log-MAP decoding are performed.

![Fig. 3. A decoder for the DVB-RCS code.](image_url)

![Fig. 4. Influence of block size on the BER performance.](image_url)
are observed at different points of SNR, and it was observed that the input LLR values are linearly increasing with the SNR. This observation helped in the estimation of the quantization range. Better estimate of the quantization range can be made based on the SNR values using that observation by introducing SNR-dependent variable factor and multiplying that factor with the LLR input values before the decoding process. As the SNR increases, that multiplier factor should be smaller. The decoding process is then applied on the input LLR values after the multiplying process.

Fig. 5. Influence of block size on the BER performance.

As it was mentioned before, Max-Log-MAP simplifies the Log-MAP algorithm by omitting the correction factor. A lot of researches have been done aiming to reduce the complexity of the decoding algorithm by approximating the correction factor with different methods. Table I presents the most important reduced complexity turbo decoding algorithms. In our research, we have tried also another technique to estimate the appropriate quantization range by introducing a scaling factor in the decoding process. The input LLR values fed to the decoding routine are scaled by multiplying them with that scaling factor first. The max* operator within the Log-MAP decoding scheme is then computed by introducing a constant correction factor. It should be noticed that the computation of the max* operator in the decoding algorithm constitute a significant portion of the decoding complexity [12].

The estimate of the correction factor in our simulation is based on [16]. The computation of the max* operator considering that correction factor is given by:

\[
\text{max}^*(x,y) = \max(x,y) + f_c(|y-x|) \tag{26}
\]

where \(x\) and \(y\) are the LLR input values, and \(f_c(|y-x|)\), is the correction function. For Log-MAP algorithm, the max* operator can be computed as:

\[
\text{max}^*(x,y) \approx \max(x,y) + \begin{cases} 
0, & \text{if } |y-x| > T \\
C, & \text{if } |y-x| \leq T 
\end{cases} \tag{27}
\]

where \(C\) is the correction factor and \(T\) is a threshold value, \(C = 0.5, T = 1.5\) based on [16].

To measure the performance of the decoding algorithm with constant correction factor for the scaled LLR input values, another matlab code was built to study the effect of the scaling. It was observed that a better performance for the decoding process can be achieved when multiplying the correction factor with the same scaling factor in the decoding process. Accordingly, we propose a change in the approximation of the max* operator computed by (26), to become as follows:

\[
\text{max}^*(x,y) \approx \max(x,y) + \begin{cases} 
0, & \text{if } |y-x| > T \\
K, & \text{if } |y-x| \leq T 
\end{cases} \tag{28}
\]

where, \(K = k \cdot C\).

The same operation has been done but this time on different code rate. Figure 7 shows the performance of the quantized 212 blocks of rate 6/7 compared with the floating-point BER. It was found that as SNR increases, the performance of the quantized code worsens. It has also been observed from the calculations that the input LLR values for the code rate 6/7 are higher than those of rate 1/3. This is an indication that varying the input

![Fig. 6. Influence of block size on the BER performance.](image)

![Fig. 7. Influence of block size on the BER performance.](image)
LLR range as a function of SNR gives good results, but the best performance could be obtained when the code rate is also considered. Therefore, the quantization range should be scaled by a factor including both the SNR and code rate. In the same time, fixed quantization range couldn’t give the best performance for all code rates.

From the hardware implementation point of view, there is a tradeoff between the performance and resolution. For a given code rate, smaller decoder input range affects the decoder performance, while higher range affects the resolution. Based on the fact that the decoder performance of the quantized code is affected by both of the code rates and the value of SNR, we develop an algorithm to estimate the efficient quantization of DVB-RCS turbo decoder. Figure 8 shows a flow-chart of our proposed algorithm for the decoder quantization.

![Flow-chart of the proposed algorithm](image)

Fig. 8. Proposed algorithm for efficient decoder quantization.

The performance comparison between variable-rate floating-point codes and quantized version of those codes is shown in Figure 9. The simulation was run on blocks of 212 message couples for both of floating point codes and quantized codes using our proposed algorithm. We considered all the possible different codes rates supported by DVB-RCS standards, ranging from $r = 1/3$ to $r = 6/7$. For each code rate, the maximum and minimum LLR input values have been calculated at different SNR points. Uniform quantization has been made by using 4-bits. After that, we applied the modified MAX-Log-MAP decoding algorithm based on the proposed modification in this paper. A fixed scaling factor of 0.75 was used to perform this simulation. The performance has been evaluated in terms of bit error rate (BER) against bit energy $E_b$ in an additive white Gaussian noise (AWGN) channel, having single-sided power spectral density No. The modulation type is QPSK. At the receiver side, a maximum of ten decoding iterations have been performed. It can be noticed that the difference in the performance between the floating-point codes and the quantized codes using the proposed algorithm in this paper is less than 0.1 dB. This gives better performance compared with [17] in which the authors obtained 0.4 dB improvement over the standard Max-Log-Map algorithm at BER of 10^-4 for code rate 1/3.

![Performance comparison chart](image)

Fig. 9. Influence of quantization on variable rate DVB-RCS Turbo codes.

V. CONCLUSION

In this paper, an algorithm that computes the quantization range for an efficient decoder quantization has been proposed. The algorithm efficiently estimates decoder quantization of DVB-RCS turbo coding that reduces the complexity of the decoder and overall power consumption in the realization of DVB-RCS radios. The algorithm is based on the modification that improves the BER performance of Max-Log-MAP for fixed point decoder. Performance simulation for different supported code rates of such codes has been presented, and results showed that the quantized decoder essentially matches the performance of the floating point decoder.
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