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Abstract— Beside the common applications in wireless sensor networks (WSNs) such as data-collection which sensing data are carried from sensors to the sink, sometimes a sensor needs to communicate with other sensor or an actuator or between two actuators. Although those communications are not frequently established, those require high reliable transmission. Besides, the nature of resource constraints in WSNs leads to frequently changing topology due to loss link. However, there is no proposal of point-to-point communication applied in WSNs which concerns both reliability, delay issue and resource constraints. Additionally, Reactive Discovery of Point-to-Point in Low Power and Lossy Networks (p2p-rpl) has been proposing to become the standard protocol for routing between two nodes in WSNs. In order to address the above problem and utilize the p2p-rpl protocol, this paper proposes a mechanism to enhance the reliability and minimize the delay is suggested by utilizing interactive-path based on the p2p-rpl routing protocol. And by analyzing, we prove the efficiency of our proposal.
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I. INTRODUCTION

Reliable routing is the general name for those mechanisms in which data is transmitted from a node to other node with highly successful delivering ratio. Normally, a reliable routing includes two processes. First, paths from the source to the destination are established. Then, data packet is forwarded to the destination based on those paths. However, nodes in WSNs have resource constrained in terms of energy and memory [1]. Additionally, links in WSNs usually are unstable due to scheduling or sensor node dies. Therefore, the reliability of the established path in WSN is reduced. That leads to loss packet and retransmission issues in WSNs.

To overcome the above obstacle, besides the normal process of setting up a single path from the source to the destination [3], some proposals have focused on building backup route [4–14]. In detail, some approaches [4–12] use multiple paths to send data to the destination simultaneously through two ways. One is dividing the original packets into multiple sub-packets [4–8]. This way seems increase the reliability of the packet forwarding process but in reality, it decreases that reliability. The second is using multiple copies of the original packet, and then, send these packets to the destination [9–12]. Although the mentioned reliability is enhanced, the cost of sending packet rises dramatically because of the copies. Be different from the above proposals, some other approaches utilize the backup route as the alternative route as if the primary route is failed [13, 14]. However, none of them considers the maximizing the reliability, and minimizing the retransmission of data sending process and resource constraint. For instance, the proposal in [14] has just tried to establish the reliable path by setting up the alternative route at each node in the primary path but does not concerns the above issue.

Besides, the rpl [2] is a standard proactive routing protocol for IPv6 in low power and lossy networks. This protocol setups a routing path from sensors to a sink by constructing a DAG. In DAG, each sink builds a destination oriented DAG (DODAG). To build this DODAG, the sink advertises DODAG information object (DIO) messages to its neighbors. Each time a node receives a DIO message, the node decides whether to join a DODAG, chooses a preferred parent by sending back to the sink a DAO message and sends a DIO to its neighbors. The preferred parent of a node acts as a default next-hop of data packet toward the sink. The process of sending the DIO messages is repeated until all sensors join the DAG.

Additionally, the p2p-rpl [3] routing protocol is proposed to become the standard point-to-point routing protocol in WSNs. This protocol utilizes the rpl routing protocol to discovery the destination. Then, the destination sends the reply message unicast back to the source to setup a path to the destination based on hop-by-hop forwarding or source routing forwarding.

Then, in this paper, we propose an algorithm to address the above problem by establishing the interactive-path. Particularly, the interactive path is based on enhancing the established links between the node in the primary path and the backup path. In addition, this path is set up over the p2p-rpl routing protocol which is soon standard for point-to-point routing in WSNs. And, we also create a mathematical model to prove the advantage of our algorithm.

The rest of this paper is categorized into five sections. Section II describes about our algorithm. Then, the performance evaluation part is included in the section III. Lastly, the conclusion will present in section IV and give the future work for this paper.

II. INTERACTIVE-PATH

Interactive-path is the concept applied in WSN in which there are two paths and the primary path has relationship with the backup path while transmitting data packets. The primary path is responsible for transmitting packets from the source to the destination. The secondary path is the backup path if there is loss link in the primary path. In this context, each node in the primary path has only a backup node in the secondary path.
Besides, a node in the secondary path has the connection with two nodes in the primary path as is illustrated in the figure 1.

Once a packet arrives at a node, it has two options. One is forwarded along the primary path and other is along the secondary path. Naturally, by utilizing the backup link at each node, the probability of successful transmission of a packet to the destination is increased. Besides, this algorithm helps to reduce retransmitting the data packets if there is any disruption in the primary path. Furthermore, the number of nodes in the secondary path are estimated and limited by the number of nodes in the primary path. It is because of each node in the primary path has a backup node.

Although the number of links in the two paths is limited, the number of path is explored due to each node in the primary path has two paths to transmit packets to the destination.

This part, we describe the process of setting up the routing path and data forwarding of interactive-path algorithm.

The route establishing algorithm is divided into two parts. One is setting up the primary path. And one is building the secondary path. First, rely on the p2p-rpl routing protocol, a source broadcasts to discover the destination. And based on the ETX metric [15], a node calculates the next-hop back to the source. After the destination receives the broadcasting message, it sends a unicast packet back to the source to establish the primary path through the most preferred next-hop. This packet is relayed until it reaches to the source.

While setting the primary path, the backup path also is established. The setting up process relies on the neighbors of the nodes in the primary node. First, each primary node broadcasts to find out the nearest non-primary neighbor as the backup node. Next, neighbors send one hop-count broadcasting message to the primary path to attach to other primary node with higher rank than the previous primary node. Then, one of the nodes which satisfy the condition of interactive-path above is selected. Next, a confirming message are sent back to establish the connection between the nodes in the primary path and the backup path. Finally, nodes in the secondary path try to connect with others by sending one-hop broadcasting message. After path establishing process, the source starts to forward the data messages. The rule to choose the next-hop is illustrated by the figure 2.

![Figure 1. Interactive-path](image)

![Figure 2. Algorithm of selecting the next-hop in interactive-path routing](image)

### III. PERFORMANCE EVALUATION

In this part, our intention is to focus on evaluating the reliability and delay of transmitting data packets between the interactive algorithm and the disjoint routing by comparing probability of packet forwarding process in the best case, the worst case of the interactive-path routing algorithm with the disjoint routing algorithm, and comparing the interval of successive route discovery in case of using each above algorithms by calculating the probability density function (pdf) of them.

#### A. Probability of packet forwarding process

First, we define $p(k)$ is the probability of successful transmission a packet until the $k^{th}$ hop in the primary route, $p$ is the probability of successfully transmitting a packet over a link, and $n$ is the number of hop-count of a path in the primary route and the backup route.

The best case is the case in which every backup-node has connection with both the previous backup node and the next backup node as is showed in figure 1. In this situation, the reliability of established paths is maximized. Based on the above assumption, it is possible to calculate the probability of successful transmitting a packet $p(k)$ over the link $L_1$ is $p$. However, if link $L_1$ fails, the packet may be forwarded over the link $L'_1$. This process is repeated until the forwarding packet arrives at the destination. The summary of probability at each step is presented in the table 1.

The worst case, in contrast, is defined as every backup-node does not have any connection with either the previous backup node or the next backup node as is showed in figure 4. This case is the worst case in term of delay and reliability because whenever the data packet is transferred throughout the backup route, it has to pass two links in order to reach to the next primary node and does not have the direct connection between nodes in secondary path. Similar to the first case, the
probability of successful transmission of a packet through this network is briefly described in the table 1.

![Figure 3. The worst case](image)

**TABLE I. PROBABILITY OF TRANSMITTING A ROUTE OVER THE (N-1)-HOP PATH**

<table>
<thead>
<tr>
<th>Hop-count of a path</th>
<th>1</th>
<th>2</th>
<th>n-1</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive-path: the first case (1)</td>
<td>(f(n))</td>
<td>(p)</td>
<td>(p^2(2-p)^{n-1})</td>
<td>(p^n(2-p)^{n-1})</td>
</tr>
<tr>
<td>Interactive-path: the second case (2)</td>
<td>(f(n))</td>
<td>(p^2)</td>
<td>((1+2-p^3)^{n-1})</td>
<td>(p^2(1+2-p^3)^{n-1})</td>
</tr>
<tr>
<td>Disjoint routing (3)</td>
<td>(f(n))</td>
<td>(p)</td>
<td>(p^2)</td>
<td>(p^1(2-p)^n)</td>
</tr>
</tbody>
</table>

**TABLE II. COMPARING PROBABILITY OF SUCCESSFUL TRANSMISSION AMONG ABOVE ALGORITHMS**

<table>
<thead>
<tr>
<th>P of (1)/P of (3)</th>
<th>((2-p)^{n-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>P of (2)/P of (3)</td>
<td>((1+2-p^3)^{n-1}(2-p)^n)</td>
</tr>
</tbody>
</table>

The disjoint routing is used as the compared algorithm with our algorithm. And in this routing protocol, the source establishes a number of separate paths to reach to the destination. In this case, we consider the number of separating path is two. It means there are one primary route and one separating backup route.

Then, we have the comparing table 2 where P is the probability of successful transmission a data packet in each case. Due to \(0 \leq p \leq 1\), we easily conclude that the interactive-path is better than the backup path with one backup path in term of successful transmission.

The interactive-path is not only helpful in increasing the probability of successful transmission a packet to the destination, but also avoids retransmitting as if there is a loss link in the intermediate node. In other words, this helps reduce delay of sending a packet to the destination. More clearly, once a broken link occurs, in the disjoint routing there is no alternative link for that broken link. Then, the data packet should be retransmission from the source. This costs energy and time for sending new packet and even creating new route. Differently, the interactive-path routing utilizes the backup path as the alternative path for a packet if there is any broken link exists. In order to analysis this delay more detail, the next part will calculate pdf of the interval of successive route discovery in each approach.

**B. pdf of interval of successive route discovery**

This part is to compare the interval of successive route discovery between our algorithm and the disjoint routing algorithm. More clearly, we estimate the expected value of this time interval by calculating the pdf value of that. Therefore, we create a mathematical model which relies on some assumptions. First, the lifetime of a wireless link between a pair of node is a random variable. Over the path from the source to the destination, there are totally k links and k-1 intermediate nodes. Let \(L_i\) be the i\(^{th}\) link in the route. The lifetime of \(L_i\) is denoted by \(X_i\).

We consider the model for routing from a source S to the destination D where let \(L_i\) represents for link \(L_i\) fails, \(P_i\) represents for path \(L_i\) fails, and \(T\) is the time between successive route discoveries and the time until the next route discovery \(T\) is the time until event E is true. And we consider two cases:

In disjoint routing algorithm, \(E = P_1 P_2 ... P_n\)

The worst case

**TABLE II. COMPARING PROBABILITY OF SUCCESSFUL TRANSMISSION AMONG ABOVE ALGORITHMS**

<table>
<thead>
<tr>
<th>P of (1)/P of (3)</th>
<th>((2-p)^{n-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>P of (2)/P of (3)</td>
<td>((1+2-p^3)^{n-1}(2-p)^n)</td>
</tr>
</tbody>
</table>

In interactive-path routing algorithm, along the path \(SN_1, N_1, N_1, D\) and \(SN_1, N_1, N_2, N_3, ... N_{n-1} D\) as is shown in the figure 1, similar to E, we define \(E_1, E_2, E_3, E_{n-1}, E_1', E_2', E_3', E_{n-1}'\), respectively. However instead starting from the S, the sub-network starts from \(N_1, N_2, N_3, ... N_{n-1}\) to the destination. And similar to \(T\), we define \(T_1, T_2, T_3, T_{n-1}\) which respectively response for the events \(E_1, E_2, E_3, E_{n-1}, E_1', E_2', E_3', E_{n-1}'\). Then, we recursively calculate:

\[E = L_1 L_1 + E_1 L_1' + E_1' L_1'\]  
\[E_i = L_i + C_i + E_i L_i + E_i' L_i'\]  
\[E_i' = L_i' + C_i' + E_i L_i' + E_i' L_i\]  
\[E_{n-1} = L_{n-1} (C_{n-1} + C_{n})\]  
\[E_{n-1}' = C_{n-1}' (C_{n-1} + C_{n})\]  

Then:

\[T = \min(\max(X_{1}, X_{2}), \max(T_1, T_2), \max(T_1', T_2'))\]  
\[T = \min(\max(X_{1}, X_{2}), \max(T_1, X_{1}), \max(T_1', X_{1}'))\]  
\[T = \min(\max(X_{1}, X_{2}), \max(T_1, X_{1}), \max(T_1', X_{1}'))\]  
\[T = \max(X_{n-1}, \min(X_{n-1}, X_{n}))\]  
\[T = \max(X_{n-1}, \min(X_{n-1}, X_{n}))\]

Then, based on the following equations: The pdf of \(A = \min (Z_1, Z_2, Z_3, Z_4)\) is \(f_A(t) = \sum_{i=1}^{4} f_{Z_i}(t) \prod_{j \neq i} (1 - f_{Z_j}(t))\)

The pdf of \(B = \max (Z_1, Z_2, Z_3, Z_4)\) is \(f_B(t) = \sum_{i=1}^{4} f_{Z_i}(t) \prod_{j \neq i} (1 - f_{Z_j}(t))\)

The worst case
of the reliability of routing process and analysis the expected interval of successive route discovery, we have concreted the above conclusion by comparing our algorithm with the disjoint routing algorithm. For future work, we will implement our algorithm in the simulator and real testbed.

ACKNOWLEDGMENT

This research was supported by the MKE(The Ministry of Knowledge Economy), Korea, under the Convergence-ITRC(Convergence Information Technology Research Center) support program (NIPA-2012-H0401-12-1004) supervised by the NIPA(National IT Industry Promotion Agency).

REFERENCES