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Editor Guide 

Introduction for Editor or Reviewer   

All the editor group members are to be assigned as a evaluator(editor or reviewer) to submitted journal 
papers at the discretion of the Editor-in-Chief. It will be informed by eMail with a Member Login ID and 
Password.  

Once logined the Website via the Member Login menu in left as a evaluator, you can find out the paper 
assigned to you. You can evaluate it there. All the results of the evaluation are supposed to be shown in 
the Author Homepage in the real time manner. You can also enter the Author Homepage assigned to 
you by the Paper ID and the author's eMail address shown in your Evaluation Webpage. In the Author 
Homepage, you can communicate each other efficiently under the peer review policy. Please don't miss 
it!  

All the editor group members are supposed to be candidates of a part of the editorial board, depending 
on their contribution which comes from history of ICACT TACT as an active evaluator.  Because the main  
contribution comes from sincere paper reviewing role.  

Role of the Editor   

The editor's primary responsibilities are to conduct the peer review process, and check the final camera-
ready manuscripts for any technical, grammatical or typographical errors.  

As a member of the editorial board of the publication, the editor is responsible for ensuring that the 
publication maintains the highest quality while adhering to the publication policies and procedures of 
the ICACT TACT(Transactions on the Advanced Communications Technology).  

For each paper that the editor-in-chief gets assigned, the Secretariat of ICACT Journal will send the 
editor an eMail requesting the review process of the paper.  

The editor is responsible to make a decision on an "accept", "reject", or "revision" to the Editor-in-Chief 
via the Evaluation Webpage that can be shown in the Author Homepage also.  

Deadlines for Regular Review   

Editor-in-Chief will assign a evalaution group( a Editor and 2 reviewers) in a week upon receiving a 
completed Journal paper submission. Evaluators are given 2 weeks to review the paper. Editors are 
given a week to submit a recommendation to the Editor-in-Chief via the evaluation Webpage, once all or 
enough of the reviews have come in. In revision case, authors have a maximum of a month to submit 
their revised manuscripts. The deadlines for the regular review process are as follows: 
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Evalution Procedure Deadline 
Selection of Evaluation Group 1 week 

Review processing 2 weeks 
Editor's recommendation 1 week 

Final Decision Noticing 1 week 

 

Making Decisions on Manuscript  

Editor will make a decision on the disposition of the manuscript, based on remarks of the reviewers. The 
editor's recommendation must be well justified and explained in detail. In cases where the revision is 
requested, these should be clearly indicated and explained. The editor must then promptly convey this 
decision to the author. The author may contact the editor if instructions regarding amendments to the 
manuscript are unclear. All these actions could be done via the evaluation system in this Website. The 
guidelines of decisions for publication are as follows: 

Decision Description 
Accept An accept decision means that an editor is accepting the paper with 

no further modifications. The paper will not be seen again by the 
editor or by the reviewers.  

Reject The manuscript is not suitable for the ICACT TACT publication.  
Revision The paper is conditionally accepted with some requirements. A 

revision means that the paper should go back to the original 
reviewers for a second round of reviews. We strongly discourage 
editors from making a decision based on their own review of the 
manuscript if a revision had been previously required. 

 

Role of the Reviewer   

Reviewer Webpage:  

Once logined the Member Login menu in left, you can find out papers assigned to you. You can also 
login the Author Homepage assigned to you with the paper ID and author's eMail address. In there you 
can communicate each other via a Communication Channel Box.  

Quick Review Required:  

You are given 2 weeks for the first round of review and 1 week for the second round of review. You must 
agree that time is so important for the rapidly changing IT technologies and applications trend. Please 
respect the deadline. Authors undoubtedly appreciate your quick review.  
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Anonymity:  

Do not identify yourself or your organization within the review text.  

Review:   

Reviewer will perform the paper review based on the main criteria provided below. Please provide 
detailed public comments for each criterion, also available to the author.  

How this manuscript advances this field of research and/or contributes something new to the 
literature?  
Relevance of this manuscript to the readers of TACT?  
Is the manuscript technically sound?  
Is the paper clearly written and well organized?  
Are all figures and tables appropriately provided and are their resolution good quality?  
Does the introduction state the objectives of the manuscript encouraging the reader to read on?  
Are the references relevant and complete?  

 

Supply missing references:   

Please supply any information that you think will be useful to the author in revision for enhancing 
quality of the paperor for convincing him/her of the mistakes.  

Review Comments: 

If you find any already known results related to the manuscript, please give references to earlier papers 
which contain these or similar results. If the reasoning is incorrect or ambiguous, please indicate 
specifically where and why. If you would like to suggest that the paper be rewritten, give specific 
suggestions regarding which parts of the paper should be deleted, added or modified, and please 
indicate how.  
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Journal Procedure 
Dear Author,  

You can see all your paper information & progress. 
 
Step 1. Journal Full Paper Submission  

 Using the Submit button, submit your journal paper through ICACT Website, then you will get new 
paper ID of your journal, and send your journal Paper ID to the Secretariat@icact.org for the review and 
editorial processing. Once you got your Journal paper ID, never submit again! Journal Paper/CRF 
Template  

Step 2. Full Paper Review  

 Using the evaluation system in the ICACT Website, the editor, reviewer and author can communicate 
each other for the good quality publication. It may take about 1 month.  

Step 3. Acceptance Notification  

 It officially informs acceptance, revision, or reject of submitted full paper after the full paper review 
process.   

Status Action 
Acceptance Go to next Step. 
Revision Re-submit Full Paper within 1 month after Revision Notification.  
Reject Drop everything.  

 

Step 4. Payment Registration 

 So far it's free of charge in case of the journal promotion paper from the registered ICACT conference 
paper! But you have to regist it, because you need your Journal Paper Registration ID for submission of 
the final CRF manuscripts in the next step's process. Once you get your Registration ID, send it to 
Secretariat@icact.org for further process.   

Step 5. Camera Ready Form (CRF) Manuscripts Submission   

 After you have received the confirmation notice from secretariat of ICACT, and then you are allowed to 
submit the final CRF manuscripts in PDF file form, the full paper and the Copyright Transfer Agreement. 
Journal Paper Template, Copyright Form Template, BioAbstract Template,  
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Journal Submission Guide 
All the Out-Standing ICACT conference papers have been invited to this "ICACT Transactions on the 
Advanced Communications Technology" Journal, and also welcome all the authors whose conference 
paper has been accepted by the ICACT Technical Program Committee, if you could extend new contents 
at least 30% more than pure content of your conference paper. Journal paper must be followed to 
ensure full compliance with the IEEE Journal Template Form attached on this page.  

How to submit your Journal paper and check the progress?  
Step 1. Submit  Using the Submit button, submit your journal paper through ICACT 

Website, then you will get new paper ID of your journal, and send your 
journal Paper ID to the Secretariat@icact.org for the review and editorial 
processing. Once you got your Journal paper ID, never submit again! Using 
the Update button, you can change any information of journal paper 
related or upload new full journal paper.  

Step 2. Confirm  Secretariat is supposed to confirm all the necessary conditions of your 
journal paper to make it ready to review. In case of promotion from the 
conference paper to Journal paper, send us all the .DOC(or Latex) files of 
your ICACT conference paper and journal paper to evaluate the difference 
of the pure contents in between at least 30% more to avoid the self 
replication violation under scrutiny. The pure content does not include any 
reference list, acknowledgement, Appendix and author biography 
information.  

Step 3. Review  Upon completing the confirmation, it gets started the review process thru 
the Editor & Reviewer Guideline. Whenever you visit the Author 
Homepage, you can check the progress status of your paper there from 
start to end like this, " Confirm OK! -> Gets started the review process -
> ...", in the Review Status column. Please don't miss it!  
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Abstract—Massive MIMO base stations are expensive to build
due to the requirement for a large number of RF transceivers
and high-resolution analog-to-digital converters. A way to reduce
the implementation cost is to build the base stations with
inexpensive hardware, resulting in the received signals to be
coarsely quantized. First, the required signal power needed
to achieve different receiver Bit-Error Rate (BER) levels is
determined, as well as the extra signal power needed due
to the quantization for given BER levels. To implement the
data detection and decoding process in real time, fixed-point
arithmetic with reduced precision is used. This article also
reports the minimum wordlength needed to maintain the BER
at acceptable levels. Specifically, the eigenvalue decomposition,
which is the most computationally demanding portion of the
receiver algorithm, can be calculated with wordlengths of 7 and
10 bits for eigenvectors and eigenvalues, respectively.

Index Terms—Massive MIMO, fixed-point arithmetic

I. INTRODUCTION

The number of Receive Antennas (Receivers), R, deployed

in a Massive Multiple-Input Multiple-Output (MMIMO) base

station is much larger than the number of Transmit Antennas

(Transmitters), T , where only one transmit antenna per mobile

user is considered in this article. Since large-scale computation

is needed for data detection and decoding based on mea-

surements from high-resolution Analog-to-Digital Converters

(ADC) connected to highly-linear RF front-end amplifiers for

each antenna, the cost of a MMIMO base station is very high.

A way to reduce the cost of the implementation is to build

the base stations with inexpensive low-end hardware [1], such

as simple RF receivers feeding the received signals to coarse

(1-, 2-, or 3-bit) ADCs [2], [3].

The conceptual equations of the detection process are given

below, where X is the T×1 transmitted complex signal vector,

Y is the R× 1 received complex signal vector, H is the

Manuscript received January 23, 2021. This work was supported in part by
the University of Victoria, British Columbia, Canada, under a PhD fellowship,
and a follow-up of the invited journal to the accepted and presented paper
entitled “Massive MIMO in Fixed-Point Arithmetic” of the 23rd International
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R×T channel transfer matrix, where each entry is modeled

as an independent identically distributed as complex circulary

symmetric Gaussian random value, N is an R×1 complex

noise vector, and N ′ is a T×1 complex noise vector.

Y =H ·X+N ⇒ HH·Y = (HH ·H)︸ ︷︷ ︸
Θ

·X+HH ·N︸ ︷︷ ︸
N ′

(1)

The multiplication of both sides by HH converts the R × T
system to a T × T system, which is less expensive to solve.

It is known that the Minimum Mean Square Error (MMSE)

estimate of X from the reduced-order system has the same

mean squared error as the solution of the original system [18].

The estimation of X through the solution of this linear system

is the most computationally demanding portion of the receiver

algorithm for reasonably high values of T . In this process,

two major operations need to be performed: (i) calculation

of the Hermitian matrix Θ = HH · H , and (ii) EigenValue

Decomposition (EVD) [4] of matrix Θ = Q ·Λ ·QH followed

by solving the linear system by matrix multiplications.

The challenge is to perform these linear-algebra operations

in real time on inexpensive hardware, such as reasonably sized

Field-Programmable Gate Arrays (FPGA). To achieve such

performance, only fixed-point arithmetic [5], [6] will be used.

The channel matrix, H , and the received signal vector, Y ,

will be coarsely quantized with B = 1, B = 2, or B = 3 bits.

This article expands our previous work [31] and reports the

FPGA fixed-point arithmetic implementation details together

with the minimum wordlength needed in the data detection

and decoding process to maintain the BER at acceptable levels.

Our contributions are as follows.

1) Strategy to efficiently load the estimated channel matrix,

H , into FPGA and efficiently calculate the matrix Θ.

2) FPGA implementation of the squared Euclidean norm

and the square root operations with reduced precision

used in converting Θ first into a Hessenberg form and

then into a diagonal form.

3) Assessment of the minimum wordlength needed to com-

plete the eigenvalue decomposition of matrix Θ through

the Francis-Kublanovskaya algorithm.

4) Assessment of the BER and the extra signal power which

is needed to compensate for the information loss due to

quantization for different coarse quantization levels.

The article is organized as follows. Background information

is presented in Section II. Coarse quantization in Massive
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MIMO uplink communications is analyzed in Section III.

The detection process implemented in fixed-point arithmetic

is presented in Section IV. Section V concludes the article.

II. BACKGROUND

This section provides the fundamentals of MMIMO iterative

channel estimation and simulation software for coarsely quan-

tized MMIMO communications used in our previous work. It

also outlines the basic FPGA architectural features.

A. Iterative Channel Estimation for MMIMO

In MMIMO a large number of sufficiently-spaced receive

antennas results in a large probability of a high-capacity com-

munications channel from each mobile user’s transmitter to the

base station [7]. This allows MMIMO systems to communicate

over random multipath propagation channels with transmission

power nearly as low as ideal Additive White Gaussian Noise

(AWGN) channels. To take advantage of this situation, the

receiver requires accurate estimates of radio Channel State

Information (CSI), which in turn leads to the requirement for

a large number of pilot symbols to be used when standard

channel estimation techniques are employed [8].

Recently we have shown that the channel state information

can be accurately estimated from coarsely quantized mea-

surements using an iterative procedure, where data symbols

detected and decoded in previous iterations are used as addi-

tional (virtual) pilot symbols [9]. For the first iteration, only the

pilot symbols are used to estimate the channel, since no prior

knowledge of the transmitted data is available. For the second

and following iterations, channel estimation is enhanced by

using the estimated data symbols from the previous iterations

as virtual pilot symbols, to get a lower error estimate of the

channel parameters. Our simulation results indicate that an

accurate estimation is achieved in three iterations or less.

B. Simulation Software for Coarsely Quantized MMIMO

In our previous work [9] the linear system shown in Equa-

tion (1) was solved in 64-bit floating-point arithmetic [10] us-

ing the standard MATLAB® linear solution mechanism, where

X̃ = H+ · Y , where H+ is the pseudo-inverse, is coded as

X̃ = H\Y , as shown in Equations (2) and (3). While these

standard solution computations give accurate results, direct

implementation of these solutions for use in MMIMO receivers

would require computational hardware with prohibitive cost in

base stations. The backslash operator method was also applied

for estimating the channel matrix, H .

Y = H ·X +N ⇒ X̃ = H \ Y (2)

HH · Y = Θ · X + N ′ ⇒ X̃ = Θ \ (HH · Y ) (3)

To reduce the latency of estimating X , we have recently

proposed to solve the linear system in fixed-point arithmetic

with reduced precision [31] through an eigenvalue decompo-

sition of the Hermitian matrix Θ, as shown in Equation (4).

It should be observed that the eigenvalue decomposition is

intrinsically stable, since unitary matrix Q is a rotation matrix,

which means that all its elements range from −1.0 to +1.0.

Θ = Q ·Λ ·QH ⇒ X̃ = Q ·Λ−1 ·QH ·HH · Y (4)

C. Coarse Quantization

When signal x is in the range of the quantization range i,
qimin ≤ x < qimax, its reported quantized value is q(x) = qi.
The values of qi for all the intervals i, which minimize

the mean square error, E[|q(x)− x|2], where E [·] is the

expectation operator, are easily shown to be the mean value of

the signal in each interval qi = E
[
x|qimin ≤ x < qimax

]
[11].

An independent Additive White Gaussian Noise (AWGN)

channel with mean μ = 0 and standard deviation, σ = 1,

is assumed for each receive antenna in this article. Table I

presents the probabilities, quantization thresholds, and the

corresponding bin-average values for B = 1-bit, B = 2-bit,

and B = 3-bit quantization processes for a Gaussian random

variable with zero mean and unity standard deviation.

TABLE I
PROBABILITIES, QUANTIZATION THRESHOLDS, AND THE

CORRESPONDING BIN-AVERAGE VALUES.

B Probabilities
Quantization Bin-average

thresholds values

1 50% 0 ±0.797884561

2 25%
0 ±0.324662678

±0.674489572 ±1.271106444

3 12.5%

0 ±0.157972012
±0.318634923 ±0.491353344
±0.674489572 ±0.895384581
±1.150349346 ±1.646828306

In fixed-point representation, it is beneficial to scale up

the smallest magnitude of the bin-average values, since this

will simplify the implementation and slightly increase the

precision. For example, in a B = 2 quantization process,

0.324662678 is promoted to 1.000000000, and 1.271106444 is

promoted to 1.271106444/0.324662678 = 3.915160350. The

other quantization processes will follow a similar pattern. The

updated values are presented in Table II.

TABLE II
QUANTIZATION THRESHOLDS, SCALE FACTORS, AND THE

CORRESPONDING BIN-AVERAGE VALUES.

B
Quantization

Scale factor
Bin-average

thresholds values

1 0 0.797884561 ±1.000000000

2
0

0.324662678
±1.000000000

±0.674489572 ±3.915160350

3

0

0.157972012

±1.000000000
±0.318634923 ±3.110382264
±0.674489572 ±5.667995047
±1.150349346 ±10.424810617

It is apparent that the measurements of the channel output

can take only a small number of different values (for example,

±1.0000 and ±3.9152 in a process with B = 2 quantization

bits). The estimated channel coefficients, the entries of H , are

also coarsely quantized to reduce the computation cost in the

receiver. Since the quantized values have equal probability, the

entropy of the quantized signal is maximized, which in turn

maximizes the upper bound of the mutual information between

the received signal and the transmitted signal when their joint

distribution is not known [12].
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D. FPGA Architecture

Modern FPGA architectures consist of five types of mod-

ules: I/O Blocks (IOB), Configurable Logic Blocks (CLB),

Digital Signal Processing (DSP) slices, Block Random Access

Memories (BRAM), and a configurable Interconnection Net-

work. The CLBs belonging to the fine-grained fabric are orga-

nized as a 2D array, where each CLB includes a configurable

Look-Up Table (LUT) to implement bit-level logic functions,

dedicated carry logic to support arithmetic operations such

as binary and ternary adders [27], dedicated multiplexors,

and Flip-Flops (FF). Software support for the fine-grained

fabric includes macros and primitives, such as CARRY4 which

concatenates four LUTs to build a 4-bit binary / ternary adder

or subtractor, MUXF7 and MUXF8 which instantiate 2-to-1
multiplexors, BRLSHFT4 and BRLSHFT8 which instantiate

4-bit and 8-bit barrel shifters, etc. The DSP slices belong to the

coarse-grained fabric and support the implementation of large

units such as 25 × 18 two’s-complement multipliers, 48-bit

acumulators, dual 24-bit or quad 12-bit adders, subtractors,

and accumulators. The configurable interconnection network

connects these the modules together to complete the imple-

mentation of digital circuits.

Modern FPGAs also integrate Block Random Access Mem-

ories (BRAM) on chip. The BRAM in the Virtex-7 family [29]

can operate as either one 36Kb dual-port RAM, which can

be configured as 32K×1, 16K×2, 8K×4, 4K×9, 2K×18,

1K × 36, or 512 × 72, or two independent 18Kb dual-port

RAMs, where each RAM can be configured as 16K×1, 8K×2,

4K × 4, 2K × 9, 1K × 18, or 512 × 36. These BRAMs can

be used as large storage area or as large LUTs with multiple

outputs to implement logic functions.

III. MASSIVE MIMO UPLINK COMMUNICATIONS WITH

COARSE QUANTIZATION

In this article, we consider the receivers in the base stations

of massive MIMO communications systems. The number of

transmitters (or users) is denoted as T , each of which has

one antenna. The base station is equipped with R antennas.

The transmit and receiver antennas are spaced so that the

channel propagation gains from each pair of transmit and

receive antennas are independent. A spacing greater than

one half of a wavelength between antennas can accomplish

this independence. For a communication frequency of 1GHz,

which corresponds to a wavelength of λ = 30 cm, an array

of 256 antennas can be organized as a square with the side

length equal to
√
256× 30

2 = 240 cm = 2.4m. Such an array

can be mounted, for example, on the roof of a city building.

If the measured signal on the receiver antennas for sample

time n is held in a length R vector denoted as y [n], with the

full received signal being denoted as

y [n] =
L−1∑
l=0

h [l]x [n− l] + v [n] , (5)

where h [l] is the R-by-T matrix holding channel gains from

the transmitters to receivers with the entry in column t on row

r specifying the propagation gain from transmitter t to receive

antenna r for the delay of l sample periods, then x [n] is a

length T vector specifying the transmitted signals at sample

time n, v [n] is a length R vector giving the measurement

noise at sample n, and L is the length of the channel impulse

responses in sample periods. The problem of the receiver is

to estimate the vectors x [n] from the received signals y [n].
A method of accomplishing this in modern wireless systems,

such as advanced Wireless Local Area Networks (WLANs) or

5G advanced radio networks, is the use of Frequency Domain

Equalization (FDE) [17]. For FDE, the received signals for all

receiver antennas are first split into blocks of N samples. The

key to OFDM is to compute the Discrete Fourier Transform

(DFT) of the received signal y [n] as

Y [k] =

N−1∑
n=0

y [n] exp

(
− j

2πkn

N

)
for k = 0 . . . N − 1 (6)

where N is the length of the DFT where a value of N = 256
is often used. If a cyclic prefix of CP > L samples from

the end of each block of N samples is copied and prepended

to the start by the transmitter, as is performed in the OFDM

signalling method used in most modern wireless standards,

then a convolution in time is converted into a multiplication

in the DFT domain. Thus, the relation from (5) becomes:

Y [k] = H [k]X [k] +V [k] for k = 0, . . . , N − 1 (7)

where H [k], X [k], and V [k] are the DFTs of time-domain

signals h [l], x [n], and v [n], respectively (Equation 1 is

one out of N instances of Equation 7 for an unspecified

frequency index k). It is apparent that the MIMO signalling

over multipath radio channels becomes a simple matrix-vector

multiplication in the frequency domain. The advantage of

MIMO-OFDM signalling with FDE is that the equalization of

the multiple antenna, multipath radio propagation channel can

be reduced to linear algebra [18] where the methods described

above can be applied.

For MIMO systems, each antenna r = 1, . . . , R requires a

radio receiver. In Massive MIMO (MMIMO) systems, where

R is very large, this can lead to a prohibitive cost. If high reso-

lution Analog-to-Digital Converters (ADCs) and highly-linear

RF amplifiers are used, they can make up a large proportion

of this cost. However, we can show that only inexpensive

devices are needed for many MMIMO systems. This article

considers an implementation of MMIMO in terms of Bit-Error

Rate (BER) using both demodulation linked with an error

correction code as opposed to [1]–[3] which only present

capacity calculations. Here we present a demonstration of a

MMIMO system performance showing that highly quantized

measurements with lower precision calculations can give ac-

ceptable BER performance.

For the sake of presentation, the numbers of transmit and

receive antennas will be powers of 2. A MMIMO system in

a Standard Configuration (SC), as we propose to name it, has

T = 16, R = 128. Other configurations can be of practical

interest, for example Extended Users (EU) with T = 32, R =
128, Extended Base Station (EBS) with T = 16, R = 256,

Extended Configuration (EC) with T = 32, R = 256, and

Maximum Configuration (MC) with T = 64, R = 256, but

they will not be considered in this article.
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The number of taps L required to model the radio channel

for acceptable receiver performance is determined by the

difference in propagation distance between the shortest radio

signal path and the longest radio signal path with significant

received power. This distance is directly related to the so-called

delay spread of the radio propagation channel after division by

the radio signal propagation speed. The tolerated propagation

distance difference is given by L × Ts × c where Ts is the

sampling time and the c is radio signal propagation speed

which is approximately 3 × 108 m/s. For the radio systems

of greatest interest, such as 5G cellular and advanced wireless

local area networks, L = 9 and Ts ≈ 10−7 seconds [19]. This

indicates that the system described in this article tolerates a

difference of propagation distance up to 9×10−7×3×108 =
270 meters, which is sufficient for most urban microcells or

indoor networking applications.

An MMIMO system in Standard Configuration was simu-

lated using 4-QPSK modulation having a standard rate 1/2
convolutional error corrrection code with a constraint length

of 7. We have assumed that the receiver has access to ideal

channel state information, since it has been shown that with

pilot-signals and iterative receiver algorithms, the channel

estimation error can be made smaller than the measurement

noise [9]. In practice, several methods exist for MIMO channel

estimation [20]. The radio channel from each transmitter to

receive antenna has a random propagation path with a length

of L = 9 sample periods. In the Standard Configuration of

R = 128 and T = 16 for a total received energy over

all receivers per data bit over measurement noise density at

each receiver, Eb/N0, of 5.15 dB an acceptable Bit Error

Rate (BER) after coding of about 10−6 is achieved using a

simulated ideal ADC with zero quantization error [9]. This

provides an ideal system figure of merit to compare our sys-

tems with quantized measurements with. Given that R/T = 8,

the signal-to-noise ratio (SNR) on each receive antenna is

equal to 5.15 dB − 10 log 8 = 5.15 dB − 9 dB = −3.85 dB.

This indicates that the noise power is significantly greater than

the information signal power on each individual antenna, so

that if a high resolution ADC is employed most of its output

bits are nearly independent of the information signal. This

provides the motivation for the use of coarse quantization, as

for high-resolution quantizers the bits of lower significance are

mostly independent of the data signal.

The system simulations are run with lower resolution ADCs

to see the effects on the BER. For 4-bit quantization (B = 4)

at 5 dB of Eb/N0, the BER is increased to 1.2×10−6 with an

additional 0.05 dB of power being required to match the BER

performance of 10−6 for ideal non-quantized measurements.

For 3-bit quantization (B = 3), the BER is increased to

2.2 × 10−6 with an additional 0.22 dB of power required to

match the BER performance of ideal non-quantized measure-

ments. For 2-bit quantization (B = 2), the BER is increased to

about 2×10−5 with an additional 0.85 dB of power required to

match the performance of ideal non-quantized measurements.

Finally, for 1-bit quantization (B = 1), the BER is increased to

4× 10−3 with an additional 3 dB of power required to match

the performance of ideal non-quantized measurements. It is

apparent that there is not much gain in the BER to operate

above a 4-bit quantization. The additional 3 dB of power

needed by a 1-bit quantization can be compensated out by dou-

bling the number of receive antennas (which is mechanically

feasible). A good trade-off is the 2-bit quantization (B = 2),

which is used in this article as a case study to discuss the

implementation of the data detection and decoding process.

IV. DETECTION IN FIXED-POINT ARITHMETIC

In this section the major operations of the receiver al-

gorithm implemented in fixed-point arithmetic (calculating

the Hermitian matrix Θ, its Hessenberg decomposition, and

the eigenvalue decomposition through a numerically stable

algorithm) are discussed, and numerical results for Standard

Configuration (T = 16, R = 128) are presented.

A. Calculating Θ = HH·H in Fixed-Point Arithmetic

The computational pattern for calculating the matrix Θ =
HH · H is sum-of-products, and the computation budget

consists of T 2 inner products of R-element complex vectors.

The inner product of two R-element complex-valued column

vectors X and Y

X = [ x′
1 + jx′′

1 , . . . , x′
R + jx′′

R ]T

Y = [ y′1 + j y′′1 , . . . , y′R + j y′′R ]T
(8)

is given by

XH· Y = [ (x′
1 y

′
1 + x′′

1 y
′′
1 ) + . . . + (x′

R y′R + x′′
R y′′R) ]

− j [ (x′′
1 y

′
1 − x′

1 y
′′
1 ) + . . . + (x′′

R y′R − x′
R y′′R) ]

(9)

In coarse quantization with B = 2-bit precision, only

the values ±1.0000 and ±3.9152 can occur, as shown in

Subsection II-C. Their encoding can be, for example, 10, 11,

00, and 01. It is apparent that these codes do not represent

numerical values; they are merely labels. As a result, arith-

metic cannot be directly implemented, and parallel counters

[21]–[26] cannot be directly used to perform the multioperand

additions required for the calculation of inner products. This

problem is addressed below. In any case, the FPGA I/O data

transfer time is significantly reduced due to this encoding style.

To calculate XH· Y , the products of two B-bit quantized

values (such as x′
1 y

′
1) are first calculated. The number of

product values is also small, reaching 6 for B = 2 (±1.0000,

±3.9152, and ±15.3288, which can be encoded with 3 bits).

Each product is a 4-bit logic function (2 bits for each of the

multiplicands and multipliers). Its three bits can be calculated

in parallel with three LUTs (one LUT per bit). It should be

observed that these products are also labels corresponding to

values, not the standard numerical values.

Collapsing these products is performed in two stages. In

the first stage, BRAMs, which are each configured as a

4K × 9 memory element, are used as look-up tables. Four

3-bit products are concatenated to form a 12-bit address into

a BRAM, which in turn returns their sum. The maximum

4-product sum is 4×15.3288, which is a 7-bit quantity (sign bit

included), if only the whole part is retained. However, since a

BRAM provides a 9-bit output, two additional bits of precision
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are available at no additional cost, making the sum a 9-bit

quantity (sign bit included).

The advantage of using BRAMs is that the collapsing of

four products into one larger sum is performed simultaneously

with their conversion from labels to numerical values. In

Equation (9) it is apparent that 2R = 256 3-bit products per

real component (and 2R = 256 3-bit products per imaginary

component) need to be collapsed. This means that 2× 2R
4 =

128 BRAM accesses per complex-valued inner product are

needed. In the second stage, the remaining 2R
4 = 64 sums

in each of the real and imaginary components will be added

together by a tree of ternary ripple-carry adders [27]. The

final sum is a 9 + log2 64 = 15-bit quantity (2 fractional

bits and 1 sign bit are assigned to the value) in the extreme

case that all values have maximum magnitude and add up

constructively. This translates into a tree of 22+8+3+1 = 34
ternary adders with the wordlength of 15 bits for each real

and imaginary component, which requires an estimate of

2×15×34 = 1020 LUTs. As a result, the latency of an inner

product is the sum of a LUT delay (for calculating the initial

3-bit products), a BRAM delay (for calculating the sum of four

products), and the delays of four 15-bit ripple-carry adders

(for collapsing the remaining sums). The two fractional bits

of the final sum are removed through right shift and rounding;

thus, the final sum is a 13-bit integer. Since Θ is Hermitian,

its diagonal components are real, so the diagonal imaginary

components do not need to be calculated. In addition, the

entries above the main diagonal are the complex conjugates

of the entries below the main diagonal, which means that the

number of operations can be further reduced.

Due to their length and random nature, data signals of

different users are likely to have very low correlation with each

other. For this reason, Θ is diagonal dominant. A sample of

the reduced-wordlength matrix Θ in a MMIMO with R = 128
and T = 16 is shown below. It is observed that its diagonal

elements are real-valued and positive; in comparison, the

real and imaginary components of off-diagonal elements are

significantly smaller in magnitude. Statistics collected over

one million samples of matrix Θ indicate that the largest

off-diagonal magnitude has an average of 49 and a standard

deviation of 6. This means that most off-diagonal values can

be represented with 7 bits (sign bit included). The overflowing

off-diagonal values will be saturated to ±63.

Θ=

⎛⎜⎜⎜⎜⎜⎝
289 5 + j 4 −11− j 2 7 + j 6 · · ·

5− j 4 244 3 + j 1 6− j 8 · · ·
−11 + j 2 3− j 1 211 −9− j 13 · · ·

7− j 6 6 + j 8 −9 + j 13 208 · · ·
...

...
...

...
. . .

⎞⎟⎟⎟⎟⎟⎠
(10)

It is apparent that a wordlength of 9 bits provides sufficient

precision to store each element of the matrix Θ. For higher

quantization levels a longer wordlength may be required.

However, if needed, a reduction of the wordlength could

be performed in such cases by right shifting followed by

truncation or rounding.

The channel matrix, H , has R × T complex-valued el-

ements. This translates into a storage requirement of 2 ×

R × T × B bits. In standard configuration with B = 16-bit

precision, a number of 2 × 128 × 16 × 16 = 65536 bits will

have to be downloaded and stored into FPGA. Given that the

XC7VX1140T, which is the largest FPGA in the top of the

line family of Virtex-7, has only 1100 I/O pins, all those bits

cannot be downloaded in parallel. The benefits of the coarse

quantization are apparent, as both the channel state transfer

time and storage capacity requirement are highly reduced.

A channel matrix H in the standard configuration has

R×T = 128×16 = 2048 complex-valued elements. Even with

coarse quantization, the number of FPGA I/O pins is too small

to accomodate the transfer of all these elements in parallel.

A single column, which includes R = 128 complex-valued

elements (or 2R = 256 real-valued elements), would require

2 × 256 = 512 I/O pins with a coarse quantization with

B = 2 bits. Since the XC7VX1140T FPGA, which is the

top of the line in the Virtex-7 family, has 1100 I/O pins, it is

difficult to download the entire matrix H in parallel, since

not many pins would remain available for other tasks. As

a result, multiplexing is needed. It is mentioned that Serial-

izer / Deserializer (SERDES) techniques [28] are intentionally

not used in order to keep the digital hardware of each receive

antenna as simple and inexpensive as possible.

1 2 3 T

1
2
3

T

R elements

R
el
em

en
ts

HH row / H column downloading order

1
2 2
3 3 3

T T T THH

H

Fig. 1. Calculating Θ = H
H·H .

Figure 1 shows the strategy of calculating Θ = HH· H .

The elements of each column of H are loaded into the FPGA

in parallel through separate I/O pins, and the columns are

loaded sequentially. Column 1 of H (Row 1 of HH) is first

downloaded, allowing the inner product producing the top-left

element, which is labeled 1, to be calculated. Column 2 of

H (Row 2 of HH) is downloaded next, allowing the inner

products producing elements labeled 2 to be calculated. After

the last column of H (last row of HH) is downloaded, the

inner products producing elements labeled T in the output

matrix can be calculated. It is observed that each of the

elements in a row of Θ can be calculated in parallel. The

ability of exploiting this data-level parallelism depends on the

FPGA logic capacity.

The BRAM is a true dual-port memory, which means that

only 128
2 = 64 BRAM units are needed for each inner product.

This means that T · 64 = 16 · 64 = 1024 BRAMs are needed

for calculation of the entire matrix Θ. This hardware cost

is significant. The number of BRAMs can be reduced by

calculating the first eight columns of Θ in a first phase, and

the last eight columns of Θ in a second phase. This technique

will reduce the number of BRAM units to 1024
2 = 512, but will
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require iterating through the last eight columns of H again.

The matrix’s upper triangular portion is the complex conjugate

of the lower triangular portion, and thus computing its values

does not require additional operations.

Each inner product is implemented with a pipeline of three

stages: (i) LUT plus BRAM, (ii) two 15-bit ripple-carry

adders, and (iii) two 15-bit ripple-carry adders. There are

T = 16 rows, out of which 8 will be accessed twice,

as mentioned in the previous paragraph. This means that

16+ 8+ (3− 1) = 26 pipeline stages are needed to complete

the calculation of Θ. Additional stages will be needed by

housekeeping routines. The source code was implemented in

VHDL and Xilinx Design Constraints (XDC) were carefully

specified. Simulations carried out with Vivado [30] indicate

that matrix Θ can be calculated with a clock frequency of at

least 100MHz and with a latency of 50 cycles. The hardware

utilization is 512 BRAMs, 23190 LUTs, and 8464 flip-flops.

B. Hessenberg Decomposition of Θ in Fixed-Point Arithmetic

It is well known that a Hessenberg form is preserved

during a similarity transformation [4]. For this reason, a

conversion from a Hermitian form, Θ, to a Hessenberg form,

Ahess = Qhess ·Θ ·QH
hess, is beneficial to be performed prior

to applying the Francis-Kublanovskaya recursion, since this

will significantly reduce the operation count [4]. It is observed

that the reduced off-diagonal wordlength is highly beneficial

for the fixed-point arithmetic since only off-diagonal elements

are rotated in the Hessenberg conversion. For example, the

first-column vector v (diagonal element is excluded), where

vT = [5 − j 4 , −11 + j 2 , 7 − j 6 , . . . ], is converted into a

vector w, where wT = [59− j 62 , 0 , 0 , . . . ]. This vector still

has a small magnitude compared to diagonal elements, which

means that the Hessenberg form is also diagonal dominant.

Moreover, since the off-diagonal elements of a Hessenberg

form decrease in magnitude over Francis-Kublanovskaya it-

erations [13]–[15], there is no danger of overflow in any of

those elements. According to our simulations, a wordlength

of 8 bits can represent with sufficient precision the unitary

matrices, Qhess, leading to Hessenberg and diagonal forms.

Calculating the Hessenberg / triagonal form of the Hermi-

tian matrix Θ is performed with Householder reflectors. A

Householder reflector of a complex-valued column vector

z = [z1, z2, . . . ]
T, where zi ∈ C,∀i, is expressed in terms

of a Hermitian unitary matrix, F , which is constructed as:

F = I − 2
v · vH

vH · v , (11)

where:
v = sgn(z1) ‖z‖ e1 − z

e1 = [1, 0, . . . ]T

sgn(z1) =
z1
|z1| (complex signum)

(12)

A Householder reflector forces all vector elements with the

exception of the first one to zero, as shown below.

F · z = sgn(z1) ‖z‖ e1 (13)

In the above equations it is apparent that a Householder

reflector relies on the squared Euclidean norm and the square

root operation. Since these two operations are on the critical

path of the computation, it is critical to minimize their laten-

cies. This will be addressed in the next two subsections.

C. Squared Euclidean Norm

To simplify the presentation, the Squared Euclidean Norm

of a K-element complex-valued vector X with elements

Xre,k + jXim,k is written as the Squared Euclidean Norm of

a 2K-element real-valued vector with elements Xi:

‖X‖2 =
K∑

k=1

X2
re,k +X2

im,k =
2K∑
i=1

X2
i (14)

The two’s complement representation of each element Xi is

given by:

Xi = si xi,N−1 . . . xi,1 xi,0 =

= −2N r si + 2(N−1) r xi,N−1 · · ·+ 2r xi,1 + xi,0

(15)

where xi,N−1 , . . . , xi,1 , xi,0 are digits in a numeral system

of radix r and si is the sign bit. In coarsely quantized MMIMO

systems, the precision of the off-diagonal elements of matrix

Θ is on the order of a few bits. It is apparent that a two’s

complement representation with r = 3 (octal digits) and a

precision of N = 2 digits plus a sign bit (which corresponds

to a 7 bit two’s complement integer) is sufficient to encode

those off-diagonal elements shown in Equation 10. Therefore,

the square of an element Xi is given by:

X2
i = (−22·3 si + 23 xi,1 + xi,0)

2 = 212 si + 26 x2
i,1

+ x2
i,0 − 210 si xi,1 − 27 si xi,0 + 24 xi,1 xi,0 (16)

where, obviously, s2i = si. The last product, xi,1 xi,0, can be

decomposed in a similar fashion. Assume that bi,02, bi,01, and

bi,00 are the three bits of the octal digit xi,0:

xi,0 = bi,02 bi,01 bi,00 (17)

Then, one can write:

xi,1 xi,0 = 22 bi,02 xi,1 + 2 bi,01 xi,1 + bi,00 xi,1 (18)

It is observed that the negative terms in Equation (16) and

all the terms in Equation (18) are products of an octal digit

(xi,1 and xi,0) by a binary digit (si, bi,02, bi,01, and bi,00). The

importance of this representation will become apparent below.

The sum of squares in Equation (14) can be written as

2K∑
i=1

X2
i = 212

2K∑
i=1

si︸ ︷︷ ︸
Σ1

+26
2K∑
i=1

x2
i,1︸ ︷︷ ︸

Σ2

+
2K∑
i=1

x2
i,0︸ ︷︷ ︸

Σ3

− 210
2K∑
i=1

si xi,1︸ ︷︷ ︸
Σ4

− 27
2K∑
i=1

si xi,0︸ ︷︷ ︸
Σ5

+26
2K∑
i=1

bi,02 xi,1︸ ︷︷ ︸
Σ6

+ 25
2K∑
i=1

bi,01 xi,1︸ ︷︷ ︸
Σ7

+24
2K∑
i=1

bi,00 xi,1︸ ︷︷ ︸
Σ8

(19)
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In a Householder reflector for matrix Θ, K ≤ T − 1. In

MMIMO standard configuration T = 16; therefore, K ≤ 15.

The sum Σ1 (which is a 5-bit quantity) is calculated with a

parallel counter in two stages. First, sums of six si bits are

calculated with three 6-input LUTs per sum, since each such

a sum is a 3-bit quantity; thus, no carry propagation occurs

and the hardware requirement is 3 × 	 2K
6 
 = 15 LUTs. In

the second stage the 	 2K
6 
 = 5 resulting 3-bit sums can be

collapsed with two ternary ripple-carry adders [27] requiring

4 and 5 LUTs, respectively. According to our VHDL code

synthesized and simulated with Vivado [30], ternary adders are

instantiated out of behavioral code only if the bitwidth ≥ 7.

For bitwidth ≤ 6, ternary adders are instantiated by coding

with Xilinx primitives.

Sums Σ2 and Σ3 (11-bit quantities) have the same compu-

tational pattern. Σ2, for example, can be expanded as

Σ2 =

K∑
j=1

x2
(2j−1),1 + x2

(2j),1︸ ︷︷ ︸
Σ′

2,j

(20)

Since x(2j−1),1 and x(2j),1 are octal digits, each sum Σ′
2,j

(a 7-bit quantity) is a 6-input logic function and can be

implemented with seven 6-input LUTs (no carry propagation

occurs). 7 ×K = 105 LUTs are needed in this stage. In the

second stage K = 15 7-bit arguments are to be collapsed.

This is achieved by a tree of 5+1+1 = 7 ternary ripple-carry

adders, which require up to 7× 11 = 77 LUTs.

The sums Σ4, Σ5, Σ6, Σ7, and Σ8 are 8-bit quantities and

have the same computational pattern, which is sum of products

of an octal digit by a binary digit. Σ4, for example, can be

expanded as

Σ4 =

� 2K

3
�∑

j=1

s3j−2 x(3j−2),1 + s3j−1 x(3j−1),1 + s3j x(3j),1︸ ︷︷ ︸
Σ′

4,j

(21)

It is apparent that each sum Σ′
4,j is a 5-bit value, and can be

regarded as having three octal arguments (x(3j−2),1, x(3j−1),1,

x(3j),1) and three mask bits (s3j−2, s3j−1, s3j). It can be

implemented with a 4-bit ternary ripple-carry adder, that is,

with a CARRY4 primitive and four 6-input LUTs in which

the mask bits will drive three out of those six inputs. 4 ×
	 2K

3 
 = 40 LUTs are needed in this stage. In the second

stage 	 2K
3 
 = 10 four-bit arguments are to be collapsed. This

is achieved by a tree of 3 + 1 + 1 = 5 ternary ripple-carry

adders, which requires up to 5× 8 = 40 LUTs.

In the final stage, sums Σ1, Σ2, Σ3, Σ4, Σ5, Σ6, Σ7, and

Σ8 are collapsed to give the squared Euclidean norm, ‖X‖2
(a 16-bit quantity). This is achieved by a tree of 3 + 1 = 4
ternary ripple-carry adders, which requires up to 4 × 16 =
64 LUTs. Long carry propagation over 12 bits, as it is apparent

in Equation (19), occurs only in this final stage.

The source code was implemented in VHDL and Xilinx

Design Constraints (XDC) were carefully specified. Simula-

tions carried out with Vivado [30] indicate that the squared

Euclidean norm can be calculated with a clock frequency of

100MHz and with a latency of 5 cycles with timing slack

to spare. The hardware utilization includes 1160 LUTs and

235 flip-flops. This is a good result compared to the behav-

ioral solution in implementing Equation (14) by collapsing

2K = 30 squared 6-bit operands, whose latency would be

approximately 50% larger that the proposed solution and

would require over 2000 LUTs.

D. Square Root Operation

A number of T − 2 = 14 Householder reflectors need

to be calculated for each matrix Θ. Since the square root

operation is on the critical path of the Householder reflector,

it is imperative to reduce its latency. Thus, recursive bit-level

solutions, such as the Convergence Computing Method [32],

would be too slow for a MMIMO application. A parallel

implementation in fixed-point / integer arithmetic is sought.

Statistics collected over one million samples of matrix

Θ and the resulting Hessenberg form indicate that the

sum-of-squares of lower off-diagonal elements in a column

can be represented with a bitwidth of 16 bits or less. In integer

arithmetic, when only the integer bits are retained, the square

root of 16-bit argument has a wordlength of 8 bits. In the most

general case, the square root of an integer X has a integer part,

�Y 
, and a fractional part, {Y }:

√
X = Y = �Y 
+ {Y } , where {Y } ∈ [0, 1) (22)

In order to keep the truncation error in the range (−0.5, 0.5),
the square root implemented in integer arithmetic is approxi-

mated as:

√
X ≈

{
�Y 
 if {Y } < 0.5

�Y 
+ 1 if {Y } > 0.5
(23)

It is apparent that the fractional part, {Y }, can never be equal

to 0.5, since in that case the argument X , which is an integer,

would have a fractional part {X} = 0.25:

√
X = Y = �Y 
+ 0.5 ⇒
⇒ X = (�Y 
+ 0.5)2 = �Y 
2 + �Y 
+ 0.25︸︷︷︸

{X}
(24)

This fractional part is small. Therefore, with a very good

approximation: √
�Y 
2 + �Y 
 ≈ �Y 
+ 0.5 (25)

As a result, Equation (23) can be replaced by Equation (26),

which in turn can be more easily converted into LUT con-

figuration information. For example, consider the threshold

in the square root domain Y = 251.5 ⇒ �Y 
 = 251.

This translates into a threshold in the argument domain of

�Y 
2 + �Y 
 = 63252. Then, the argument values X ≥ 63252
will map into

√
X = 252, and the argument values X < 63252

will map into
√
X = 251. In a second example, the threshold

in the square root domain Y = 131.5 ⇒ �Y 
 = 131
translates into a threshold in the argument domain of �Y 
2 +
�Y 
 = 17292. Then, the argument values X ≥ 17292 will

map into
√
X = 132, and the argument values X < 17292
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will map into
√
X = 131. All the other thresholds will follow

a similar pattern.

√
X ≈

{
�Y 
 if X < �Y 
2 + �Y 

�Y 
+ 1 if X ≥ �Y 
2 + �Y 
 (26)

In a brute force implementation, the integer part of the

square root is retrieved from a large lookup table built with

BRAM units. Since the argument and square root are 16-bit

and 8-bit integers, respectively, the LUT size needs to be

216 bytes or 64KB. Such a large LUT is implemented with

sixteen 32K × 1 BRAMs (two BRAMs per output bit). The

square root latency is one BRAM delay, thus it is very short,

but the hardware cost is large. A technique to reduce the LUT

size is presented next.

It is observed that �Y 
2 + �Y 
 is an even number. This

means that only 15 bits are in fact needed to form the LUT

address, and the square root approximation can be written as:

√
X ≈

{
�Y 
 if (X >> 1) < [(�Y 
2 + �Y 
) >> 1]

�Y 
+ 1 if (X >> 1) ≥ [(�Y 
2 + �Y 
) >> 1]
(27)

Consider the same example of the threshold in the square root

domain Y = 251.5 ⇒ �Y 
 = 251. By removing the least

significant bit, argument values (X >> 1) ≥ (63252 >>
1) = 31626 will map into

√
X = 252, and argument values

(X >> 1) < 31626 will map into
√
X = 251. This strategy

reduces the number of BRAMs from sixteen to eight, thus

halving the cost of the implementation.

In the described implementation, it is apparent that the

maximum rounding error is slightly above 0.5, since that small

fraction of 0.25 in Equation (24) is lost in approximating

X ≈ �Y 
2 + �Y 
. In order to limit the maximum rounding

error to exactly 0.5, the approximation in Equation (26) needs

to be rewritten as:

√
X ≈

{
�Y 
 if X ≤ �Y 
2 + �Y 

�Y 
+ 1 if X > �Y 
2 + �Y 
 (28)

Considering the same numerical example, that means that the

argument values X > 63252 will have to map into
√
X = 252,

and the argument values X ≤ 63252 will have to map into√
X = 251. In this case, the right shift operation needs to be

accompanied with rounding, such that 63253 >> 1 = 31627.

The implementation is shown in Figure 2. The latency of this

implementation is given by the delay of a 15-bit adder and a

BRAM delay, which is a very low. The hardware cost is eight

BRAMs plus a 15-bit adder.

8
X

15

1 (LSB)

1516 √
XLUT

32K × 8

Large

Fig. 2. Square root implemented with a large LUT.

The squared Euclidean norm and the square root, which

are on the critical path of the Householder reflector imple-

mentation, as it is apparent in Equations (11) and (12), are

implemented with LUTs and BRAMs. The application of a

Householder reflector, Fi ·Θ, where i = 1, 2, . . . T − 2, and

the accumulation of the successive Householder reflectors into

a global unitary matrix, Qhess, is implemented with DSP slices.

E. Francis-Kublanovskaya Algorithm in Fixed-Point Arithmetic

The eigenvalue decomposition of matrix Θ is performed in

two steps: (i) initial transformation of Θ into a Hessenberg

matrix Ahess, and (ii) diagonalization of Ahess through the

Francis-Kublanovskaya (FK) recursion [13]–[15], in which

each iteration consists of a QR decomposition followed by a

reverse product. The QR decomposition is performed through

rotating the 2-element vertical vector in each column such that

the off-diagonal element in that column is forced to zero. This

rotation can also be implemented with a Householder reflector.

Since the FK algorithm can diagonalize the matrix Θ

directly, although with a much larger number of operations, the

matrices Θ and Ahess are used interchangeably to simplify the

remaining part of the presentation. At iteration k, the matrix

Θ(k) (where Θ(0) = Θ) is decomposed into the product of a

unitary matrix Q(k) and an upper triangular matrix R(k). By

multiplying R(k) by Q(k), a similarity transformation of Θ(k)

is obtained, as shown in Equation 29.

Θ(k+1) = R(k) ·Q(k) = Q(k) H ·Θ(k) ·Q(k) (29)

If k → ∞, then the matrix Θ(k) tends to a diagonal matrix,

Λ, whose elements are the eigenvalues of the initial Θ:

Θ = Q(n) H · . . . ·Q(k) H · . . . ·Q(0)H︸ ︷︷ ︸
QH

· Λ ·

· Q(0) · . . . ·Q(k) · . . . ·Q(n)︸ ︷︷ ︸
Q

(30)

The off-diagonal elements of matrix Θ (or the Hessenberg

form Ahess) decrease in magnitude over FK iterations. As a

result, there is no danger of overflow in any of those elements,

and the wordlength needed to represent diagonal elements

would suffice for representing the off-diagonal elements, too.

The unitary matrix Q of the eigenvalue decomposition of

the Hermitian matrix Θ, and all unitary matrices Q(k) of

the QR decompositions, are essentially rotation matrices. As

a result, all their elements range between −1.0 and +1.0
(thus, there is no danger of encountering an overflow). In our

fixed-point arithmetic implementation, a scale factor equal to

2qwl−1 is embedded into the matrix Q, so that its wordlength

is (qwl − 1) magnitude bits + 1 sign bit = qwl bits. The

matrices Θ and Λ are already in fixed-point representation,

their wordlengths being equal, θwl = λwl. As a result, the

eigenvalue decomposition can be written as:

Θ = Q·Λ·QH ⇒ Θ =
2qwl−1 Q

2qwl−1
·Λ· 2

qwl−1 QH

2qwl−1
⇒

⇒ 22·(qwl−1) Θ =
(
2qwl−1 Q

)︸ ︷︷ ︸
Q

· Λ · (
2qwl−1 QH

)︸ ︷︷ ︸
QH

(31)

where Q and QH is the unitary matrix and its Hermitian trans-

pose in fixed-point representation (that is, with the scale factor
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embedded). Similarly, Θ(k) is the fixed-point representation of

Θ(k), and an FK iteration in the fixed-point domain can be

written as:

Θ(k) = Q(k) ·R(k) ⇒ Θ(k) = Q(k) ·R(k)

Θ(k+1) = R(k) ·Q(k)

}
⇒

⇒ Θ(k+1) = Θ(k+1) >> (qwl − 1) (32)

It is mentioned that the last right shift operation may be

performed with or without rounding.

The convergence of the Francis-Kublanovskaya algorithm

can be significantly improved by introducing shifts in the

diagonal values of matrices Θ(k) [4]. There are three common

shifts used in FK algorithms: (i) the Rayleigh quotient shift,

which is equal to the last diagonal element; (ii) the Wilkinson

shift, which is equal to the eigenvalue of the lower rightmost

2-by-2 sub-matrix of Θ(k); and (iii) the Francis double shift,

which applies a complex conjugate pair of shifts. In our

simulations, the Rayleigh quotient shift has been used due

to its implementation simplicity.

A challenge of designing a MMIMO base station is to

minimize the wordlengths θwl and qwl, while the bit-error

rate is maintained at acceptable levels. As mentioned in pre-

vious paragraphs, our simulation software using floating-point

arithmetic used in prior work [9] has been converted to use

fixed-point arithmetic. To estimate the transmitted vector X ,

the linear system shown in Equation (1) is solved through an

eigenvalue decomposition rather than the MATLAB® back-

slash operator. The wordlength of matrix Q was set to qwl = 6
and qwl = 7 bits, and the wordlength of matrix Θ was

set to θwl = 9, θwl = 10, and θwl = 11. The number

of quantization bits were set to B = 1, B = 2, and then

B = 3. Extensive simulation runs were attempted, and BER

performance figures were recorded.

In the system we have evaluated, each user independently

transmits a single-carrier signal with a modulation of order

4 QPSK using 256-symbol blocks with a cyclic prefix of

16 samples. An error correction code consisting of a rate 1
2

convolutional code applied over 32 single-carrier blocks is

used. The simulated random multipath fading channel had

a maximum delay of 9 symbol periods. The channel state

is assumed to be stable over each set of 32 single-carrier

blocks, where for each set the user transmits 2 pilots per

block with content known a priori at the receiver which is used

for initial channel estimation. A joint channel estimation/data

detection/data decoding algorithm as described in [9] is used

to provide the final result.

The BER figures versus the wordlength for implementing

the eigenvalue decomposition in fixed-point arithmetic with

reduced precision are presented in Table III. For reference, the

BER figures corresponding to a double-precision floating-point

implementation are also provided. It is apparent that for a

coarse quantization with B = 1 bit, neither the floating-point

nor the fixed-point implementations achieve a satisfactory

BER in a small number of iterations. For a coarse quantization

with B = 2 or B = 3, three to four iterations are sufficient

to achieve a good BER. It is observed that an additional

iteration is generally needed in fixed-point implementation

over the floating-point implementation to match their BERs;

for example, BER(B = 2, qwl = 6, θwl = 9, i = 3) = 0.0259
(fixed-point), whereas BER(B = 2, qwl = 64, θwl = 64, i =
2) = 0.0236 (floating-point).

TABLE III
BER VERSUS WORDLENGTH FOR R = 128, T = 16, Eb/N0 = 5dB

(ONLY THE FIRST THREE ITERATIONS ARE SHOWN).

B
Wordlength Iteration

qwl θwl i = 1 i = 2 i = 3

1

Double-Precision Floating-Point Arithmetic

64 64 0.4581 0.3235 0.2116
Fixed-Point Arithmetic

6 9 0.4717 0.3990 0.2670
6 10 0.4713 0.3443 0.2503
6 11 0.4706 0.3461 0.2482
7 9 0.4705 0.3930 0.2666
7 10 0.4741 0.3442 0.2516
7 11 0.4723 0.3520 0.2539

2

Double-Precision Floating-Point Arithmetic

64 64 0.2854 0.0236 0.0078
Fixed-Point Arithmetic

6 9 0.3284 0.0823 0.0259
6 10 0.3225 0.0395 0.0112
6 11 0.3203 0.0311 0.0125
7 9 0.3277 0.0794 0.0303
7 10 0.3245 0.0399 0.0107
7 11 0.3206 0.0315 0.0106

3

Double-Precision Floating-Point Arithmetic

64 64 0.1849 0.0396 0.0066
Fixed-Point Arithmetic

6 9 0.2380 0.0379 0.0091
6 10 0.2265 0.0389 0.0089
6 11 0.2226 0.0453 0.0104
7 9 0.2342 0.0354 0.0083
7 10 0.2255 0.0371 0.0090
7 11 0.2201 0.0436 0.0119

It is apparent that for a quantization with B = 2 bits, the

matrix Q’s wordlength, qwl, has little impact on BER. As an

example, BER(B = 2, qwl = 6, θwl = 9, i = 2) = 0.0823,

and BER(B = 2, qwl = 7, θwl = 9, i = 2) = 0.0794. On

the other hand, the matrix Θ’s wordlength, θwl, has a much

stronger impact on BER. For example, BER(B = 2, qwl =
6, θwl = 10, i = 2) = 0.0395, which a significant decrease

from 0.0823. It should be observed that the BER does not

improve significantly for θwl ≥ 11. A MMIMO system with

B = 3 is robust enough to operate with θwl = 9, but the

cost of the implementation will be higher due to the increased

complexity of the implementation in fixed-point arithmetic.

Based on these considerations, it is apparent that a good

trade-off in implementing a MMIMO base station is a coarse

quantization with B = 2 bits, a Q’s wordlength qwl = 7 bits,

and a Θ’s wordlength θwl = 10 bits. With such a reduced qwl,
vector rotations can be implemented in inexpensive hardware,

such as an array of reasonably sized FPGAs. A reduced θwl
allows the extensive use of FPGA Digital-Signal Processing

slices to perform the reverse products in the FK recursion, as

well as complete the calculation of the solution of the linear

system shown in Equation (1) through matrix multiplication,

as outlined in Equation (4). Previous works are in line with

these claims [16].
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V. CONCLUSIONS

For 2-bit quantization (B = 2), an additional 0.85 dB of

signal power is required to match the performance of ideal

non-quantized measurements. The eigenvalue decomposition,

the most computationally demanding portion of a MMIMO

receiver algorithm, can be implemented in fixed-point arith-

metic with wordlengths of 7 and 10 bits for eigenvectors and

eigenvalues, respectively, at the expense of a small degradation

of the Bit-Error Rate achieved in a double-precision float-

ing-point implementation. An inexpensive set of reasonably

sized FPGAs further reduce the cost of implementing massive

MIMO base stations, which is a key impediment to their

widespread deployment. In future work, the wordlength of the

fixed-point implementation will be assessed in the presence of

signal contamination from adjacent networks.
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Abstract—Considering the spread of the intentional false 

news, to be aware of the new news is important. In this research, 
the Automatic Deep Vocabulary Grouping and Combination 
for News Credibility and Reliability Evaluation is proposed 
which includes Key Vocabularies Merging Method and False 
News Warning Method. By merging different algorithms, the 
proposed system could cluster and group the fake news 
according to the found features of various fake news content. 
The proposed system could find and verify the features of the 
specific intentional false news according to the proposed deep 
combination evaluation function. After suitable verification and 
recursive checking, the minimum groups for clustering the fake 
news could be given. Based on the collected features of the 
various intentional false news, the new coming news can be 
classified as the false news due to the feature matching 
percentage. According to the verification, all the collected and 
proved fake news could be found and clustered into the 
corresponding fake news groups. 
 

Keyword—False News, Cluster, Web Crawler, Cloud 
Computing 
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I. INTRODUCTION 
UE to the online community or social media, various 

information can be exchanged quickly. Without 
verification, all the information broadcasted between people 
may be under misrepresentation [1]. Considering the 
anonymous using or none-recognition social media user, 
false news or fictitious information could be made for 
specific purpose. The false news could spread faster than the 
true story or clarification news. Although most news can be 
searched and verified through the search engine such as 
Google [2], Yahoo [3], etc., to find the correct information 
from various sources and various news is still difficult.  

There were different methods proposed to detect the false 
news based on the supervision [4]. To find and detect the 
false new, the content of the news could be the important 
factor [5]. In addition, to take the background or profiles of 
the user into consider could be also the solution for false 
news finding [6]. Based on the crowd-sourcing approach, the 
false news could be verified according to the public 
annotations or replies. However, when the false news are 
intentionally given or spread, public news readers may not 
differentiate true or false news [7]. Furthermore, if the false 
news is written maliciously, it's more difficult to classify the 
news due to some organizations or groups would 
intentionally spread the false news. 

In addition, some languages would make the verification of 
news more difficult. For example, the possible combination 
of Chinese vocabularies would make the meanings 
completely different [11]. Currently, by using the specific 
keywords, the search engines would find the possible 
information for verification according to the statics of 
keywords. Hence, considering the probability of the 
keywords included in the found information or web pages, 
different keywords could be combined as the new potential 
vocabularies [8-10]. In other words, by adaptively combining 
the key words, the features of the news can be described and 
defined. 

Considering the rapidly changing of the online news and 
information spread through the online media or social 
community, the feature keywords or vocabularies are 
changed quickly. Furthermore, the content of false news 

Automatic Vocabulary Grouping and Deep 
Combination for News Credibility and 

Reliability Evaluation Corresponding to Specific 
Language 

Ming-Shen Jian*, Rong-Bin Deng**, Chen-Wei Fang***, Hua-Yu Wu****, Wen-Hsiang Hsieh***** 

Cloud Computing and Intelligent System Lab., Dept. of CSIE, National Formosa University  
Yunlin County, Taiwan 632 

jianms@nfu.edu.tw, 40743162@gm.nfu.edu.tw, 40743206@gm.nfu.edu.tw, 40743212@gm.nfu.edu.tw, 
40743160@gm.nfu.edu.tw 

D 

ICACT Transactions on Advanced Communications Technology (TACT) Vol. 10, Issue 1, January 2021 1356

Copyright ⓒ 2021 GiRI (Global IT Research Institute)



 

could be various and huge. To continuously collect the data 
from social media is needed. In addition, to manage big data 
from the online media is also required. Corresponding to the 
big data management, the Hadoop/MapReduce[10,15,19,20] 
and Spark were proposed [25]. All the vocabularies are 
treated as the key. Then, the total among of the keys 
(vocabularies) appeared in the article or web page can be 
evaluated and counted as the value. Hence, each online article 
or news can be represented as (key, value) corresponding to 
all the vocabularies appeared. 

According to the proposed research, by adaptively 
combining the found vocabularies, the feature of the similar 
online information can be found [10]. However, different 
false news would be various in different content. Some false 
news may appear only few hours, some may cause several 
days spreading with huge data. Therefore, to collect the huge 
data online for feature of the intentionally spread false news 
is an important issue.  

In this research, the first step is to collect the proved false 
news from the third party impartial agency. To collect the 
verified data or information, the automatic data collection  
based on the online crawler is needed. Corresponding to the 
vocabulary combination procedure, the suitable length of 
keywords for the same false news could be found. In other 
words, the suitable features of the same feature can be found. 
By comparing different types of false news and the 
evaluation based on the dynamic multiple dimension K-mean 
algorithm, the features or groups which intentionally spread 
the false news could be found. 

This paper is presented as follows. Section 2 gives the 
related works. Then, the proposed procedure for news 
credibility and reliability prediction is given in section 3. 
Section 4 provides the conclusion. 

 

II. RELATED WORKS 
An easy way to comply with the conference paper 

formatting requirements is to use this document as a template 
and simply type your text into it. 

These days, dur to the online media including video 
streaming, social media, or online forum, people could 
receive various information more quickly. However, some 
intentional false news would cause damage from the health to 
the vote. Some research were proposed to differentiate the 
true and false news. In addition, corresponding to the various 
languages, the complete vocabulary in the sentence or article 
should be taken into consideration [10]. There were 
procedures proposed based on the language corpus [9,11,12]. 
According to the vocabularies stored in the corpus, the 
various vocabularies could be identified and recorded as the 
text-pattern. However, the information or new vocabulary 
comes every day. To automatically collect the information 
online is important. 

Hence, in this research, the web crawler [13,14,20] is used 
to collect the online information included in the web pages. 
Based on the web crawler, the application could continuously 
collect the data from the Internet. From different search 
engines or web pages, the information or potential news can 
be gathered. 

After obtaining the data from the Internet by crawler, the 
data or vocabularies should be evaluated. Since the total 

amount of the collected data could be huge, to parallel 
process the big data based on the distributed system is needed. 
Hadoop/MapReduc was the data analysis application 
proposed by Apache or Google [10,15,19,20]. Since the data 
size from the Internet could be huge, the Hadoop Distributed 
File System or Google File System was proposed for dividing 
the huge data into blocks and distributed storing [16-19]. All 
the corresponding information about data storage can be 
managed based on the HBase, the database based on the 
cloud environment. The HBase is the noSQL type database. 
Hence, the length of each data can be various instead of the 
traditional fixed data length in database. In other words, 
although the size of information or data from different 
network sources could be different, the HBase on cloud could 
still provide the storage space and record it with better 
performance. 

Suppose that to analyze the complete collected data is 
called Job. Then, the data will be divided into several 
partitions for parallel processing, called Tasks. Each job 
could be divided into multiple tasks. These tasks are mapped 
to multiple computing nodes or virtual machines [26]. After 
the computing and evaluation, each report of the task from 
the computing node could be sent back and summarized. 
Based on the Hadoop/MapReduce, each found vocabulary 
from the collected information or data will be represented as 
'key'. The total amount of occurrences corresponding to this 
'key' vocabulary can be counted and represented as the 'value'. 
In other words, the report related to the data after analysis 
could be represented as the set: {key, value}. Finally, 
according to the reduce procedure, the value with the same 
key will be added up. At last, only one report corresponding 
to each information collected from Internet could be given. 

Since the content of the co0llected information from the 
Internet could be various, the data size after analysis would 
be different and huge. In addition, to execute the 
Hadoop/MapReduce program also requires huge computing 
resource. Hence, considering the computing ability, the cloud 
computing environment is needed. Via network connection 
and virtualization technology, the virtualized computing 
resource such as CPU, memory, and storage space, could be 
merged into the computing resource pool. When a user needs 
the computing resource, the computing resource in the 
resource pool can be integrated as the virtual machine for the 
user. If no more using the virtual machine, the computing 
resource can be returned to the resource pool for further using. 
Therefore, the computing resource for services such as IaaS, 
PaaS, and SaaS, can be rapidly used [27]. In other words, if 
the configuration and environment of the virtual machine is 
on demand defined, the user could obtain the cloud services 
such as SaaS more directly and quickly. Therefore, the cloud 
computing could be the solution to repeatedly and 
continuously analyze the information gathered from the 
Internet. 

After analysis related to the collected information, the 
feature of the content should be found. In addition, there are 
various news, information, and data from Internet. The 
features between different information or data could be 
different. Therefore, to group the similar information or data 
from these collected data is important. Then, the possible 
features of this grouped data such as the false news makers or 
spreaders could be found. To find the possible relationship 
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between different data, the clustering algorithms based on 
K-means were proposed. According to the group analysis 
with vector quantization, different groups with different 
features could be found and divided by the following 
equation: 

               (1) 
Suppose that there are total k randomly selected group 

centres from 1 to k  . The all found features x are measured 
the distance between x and group centres. Finally, all the x 
which is included in the group Si with the shortest distance 
between x and i are called members of group i. In other 
words, when the minimized J is found, all the x could be 
individually classified to its nearest group with the centre  

 

III. PROPOSED SYSTEM 
In this research, to continuously collect the proved news, 

especially proved false news, is very important for training 
the proposed system. Therefore, some specific online 
websites or news proof data sources are on demand recorded 
in the proposed web crawler procedure which is based on the 
HTTP protocol [20,21]. By using the selenium [22], Google 
search Engine [2], or Taiwan FactCheck Center [28], the 
corresponding news (proved false news) could be collected. 
Then, the false news spread through the websites, social 
media, forum, etc., could be further collected. In other words, 
the false spreading paths, media, content, etc., can be 
searched and found. 

The false news studied in this research is spreading in 
Chinese language. Due to the characteristics of the Chinese, 
the vocabularies in the content should be divided according to 
the ambiguity resolution rules such as Maximum Matching 
[23] (mmsegj). Each chunk which includes the neighbour 
vocabularies would follow the rules: largest average and 
smallest variance of word length, largest degree of the 
summation related to morphemic freedom corresponding to 
the one-character word, and maximum matching [24]. 
Therefore, each independent data or information from web 
page or social media could be divided into multiple key 
vocabularies. 

However, to find the key vocabularies, the huge data from 
the Internet should be managed. Hence, in this research, the 
Hadoop/MapReduce procedure is implemented based on the 
cloud environment. By looped mmsegj and 
Hadoop/MapReduce procedures, the largest average length 
of key vocabularies could be found. However, considering 
the intentionally spread false news today, new vocabularies, 
names, or new homophonic or metaphor vocabularies would 
appear. Therefore, in this research, the Key Vocabularies 
Merging method is proposed. By sorting, grouping and 
combining different found vocabularies according to the on 
demand defined limitations and considerations, the key 
vocabularies could be deeply searched through the 
verification via search engines. The flowchart can be shown 
as follows. 

Start

Hadoop/MapReduce for Big 
Data

Key Vocabularies Merging Method

End

 Big Data in 
HBase

Vocabulary/Seg
ment

Web Crawler 
Proved False News

New Vocabulary/Segment 
Existed

Yes

False News Warning Method

No
K-means 
Grouped 

Features of 
False News

Merge Yes

No

 
Fig. 1.  The flowchart of the proved false news system training. 

 
In this research, the proved false news in Chinese language 

could be collected from Taiwan FactCheck Center [28]. 
Since the news was already proved as the false news, the 
corresponding data or information could be the training data 
of the proposed system. According to the mmsegj and 
Hadoop/MapReduce procedures, the largest average length 
of vocabularies or frequently appeared specific vocabularies 
could be found and sorted. Then, the clustered and found 
vocabularies should be proved and verified as the features of 
the specific false news. In this research, the similar content of 
the proved false news from different news sources could be 
collected and analysed together. Therefore, these similar 
intentionally spread false news could be used to train the 
proposed system and cluster the possible features of the 
collected false news. To find the available and possible 
features of the similar false news, the Key Vocabularies 
Merging Method is proposed. 

A. Key Vocabularies Merging Method 
In this research, the Key Vocabularies Merging Method is 

proposed for extending the found key vocabularies. Based on 
the mmsegj algorithm for Chinese vocabulary recognition, 
the basic segments or simple vocabularies can be found. 
Considering the intentionally spread false news, the feature 
vocabularies may be combined from various found 
vocabularies. For example, the vocabulary could be 
combined from the name, location, food, even foreign 
language. Hence, in this research, the Key Vocabularies 
Merging Method is proposed for further extended key 
vocabulary searching. 

After analysing the similar proved false news, the initial 
key vocabularies which represented and sorted according to 
value of the set, {key, value}, can be obtained. Then, suppose 
that there are total v found initial vocabularies or segments 
according to the mmsegj algorithm. The occurrences of the ith 
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vocabulary which represented as vi can be shown as Oc(vi) = 
value. Hence, the Key Vocabularies Merging could evaluate 
and decide to merge two vocabularies by following the 
decision function based on difference percentage shown as 
follows: 

                 (2) 

where  and  is the on demand given value. If the 
result of the merge evaluation is true, the ith vocabulary and 
the jth vocabulary will be merged as the new vocabulary.  

If there are new vocabulary or segment merged according 
to the proposed decision function, these new merged 
vocabulary or segment should be verified by the following 
two checking steps. First step, these new vocabulary will be 
tested through the search engines online including different 
language vocabulary checking. If the new merged vocabulary 
is existed in the general articles, then this new merged 
vocabulary should occur frequently. Second step, the new 
merged vocabulary should also occur in the all original 
proved similar false news. In other words, the occurrence of 
the new merged vocabulary should be satisfied the function 
shown as follows: 

     (3) 
where the . If these two steps can be 

satisfied, this new merged vocabulary or segment can be 
recorded. To find the longest feature vocabulary or segment, 
the found merged vocabulary and segment will be checked 
according to the proposed Key Vocabularies Merging 
Method again. When no new merged vocabulary can satisfy 
the two checking steps, the Key Vocabularies Merging 
Method stops. 

 
Fig. 2.  The cycle of the proposed Key Vocabularies Merging Method. 

 
Therefore, based on the proposed Key Vocabularies 

Merging Method, the key vocabulary can be extended. 
Suppose that the false news intentionally broadcasted would 
be written corresponding to the specific person, specific fake 
news or sentences, specific organizations, etc. Then, the 
probabilities of individual word or vocabularies should be 
very closer to another frequently appearing word or 
vocabulary. For example, the personal name " " in 
Chinese could be divided as two vocabularies: " " and "

". The first vocabulary is the proper nouns. However, 
initially the complete personal name is not defined as the 
proper nouns in the database. Therefore, after several cycles 
of the proposed Key Vocabularies Merging Method, these 
two independent vocabularies, " " and " ", could be 
found that the probability of appearance corresponding to 

these two vocabularies are almost the same since originally it 
is a personal name. According to Key Vocabularies Merging 
Method, the key vocabulary " " can be extended with 
another key vocabulary " " as " ". Especially, 
according to two checking steps of Key Vocabularies 
Merging Method, the new found key vocabulary can be 
proved as the new merged and useful key vocabulary as the 
feature of the false news. In addition, the new merged key 
vocabulary can be recorded into the Chinese proper nouns 
database.  

Since it is difficult to find the new potential vocabularies 
excluding in the database, in this research, additional method: 
jieba algorithm, is used for extending the vocabularies. Jieba 
algorithm is used to find the possible and potential 
vocabulary segmentation of Chinese language [29]. 

Jieba algorithm is the method to find the vocabulary 
segmentation in Chinese [29]. In this research, to find the 
possible segment of Chinese words, two possible methods are 
used: 1) Rule Segmentation and 2) Statistical Segmentation.  

Based on jieba algorithm, a vocabulary dictionary tree 
would be used for words comparing and matching by rule 
segmentation. In other words, if the segments are already 
recorded in the dictionary, the results of matching could 
identify the found segments. Considering the vocabularies 
used in the social community media, new created words are 
frequently appeared. It means that only matching the 
vocabulary tree by rule segmentation is not enough. 
Therefore, the Statistical Segmentation is also included for 
the new vocabularies or segments finding. By counting the 
appearance frequency of the potential new vocabularies, the 
potential new created vocabularies could be found due to the 
frequent using in the text content from various sources. In 
other words, with the statistical results, the high frequently 
appeared words could be identified and recognized as the 
new vocabulary. The new created new vocabulary will be 
recorded into the database for matching by Rule 
Segmentation in the future. Hence, the new created 
vocabularies used in the fake news or social media could be 
found and extended more automatically.  In this research, the 
MapReduce for evaluating the various key segments is used. 
Since the fake news spread today would include the personal 
names or some homophonic vocabularies created by social 
media, the found potential new vocabularies would be 
various with huge amount. Therefore, to evaluate and obtain 
the statistical results of different text content from various 
sources would request huge computing resource. In this 
research, by following the MapReduce procedure, the 
statistical results could be obtained through counting the 
{Key, Value} format which Key is the potential vocabulary 
and the Value indicate the appearance times.  

In addition to the Statistical Segmentation, the directed 
acyclic graph is used to structure the possible vocabularies 
according to the word graph scanning based on the prefix 
dictionary. The maximum probability of the dynamic 
programming path could be found. By using the Hidden 
Markov Models (HMM), the words excluded in the 
dictionary database could be learned and found. Hence, even 
the new words or vocabularies are created according to the 
pronounce or other non-traditional grammar method, the 
statistical results of the similar content from various news 
sources could still be used to identify and recognize the new 

Merging 
vocabulary 

Two checking 
steps

New Merged vocabulary 
/ 

Key Vocabularies 
Merging Method Stop

Initial Key 
Vocabulary 
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feature vocabularies. 
After recursively processing the proposed Key 

Vocabularies Merging Method and the jieba algorithm with 
Hidden Markov Models (HMM), the hidden vocabularies 
and txt segmentations could be found and identified. The 
possible feature key vocabularies could be merged and 
extended by different segments. 

B. Clustering Method 
After finding the vocabularies and counting the appearance 

of each vocabulary, the features of the specific fake news 
should be found and defined. Since the similar fake news 
would have similar key vocabularies, these vocabularies 
could be used to cluster or group the fake news. In this 
research, term frequency-inverse document frequency 
(TF-IDF) method is used. Term frequency-inverse document 
frequency is a statistical method for information exploration 
and text mining through the weighting techniques [30,31]. 
Each found vocabulary will be evaluated for its importance of 
the text content or corpus. Suppose that the term frequency 
(TF) of the key vocabulary is high if this specific vocabulary 
is important in the fake news. In other words, if the words are 
not important in these fake news, the appearance frequency 
of the words is decrease in inverse proportion called inverse 
document frequency (IDF).  

Due to the term frequency-inverse document frequency 
method, the important vocabularies could be filtered with less 
common words. In other words, after filtering multiple 
similar fake news, the specific key vocabularies could be 
possibly found since these specific key vocabularies would 
be important in the same or similar fake news. In other words, 
the similar fake news would include the similar specific key 
vocabularies. In this research, these similar or the same 
specific key vocabularies are called features of the specific 
fake news. Suppose that the features of different fake news 
related to various topics would be also different. Then, after 
term frequency-inverse document frequency method, the 
fake news with the similar key vocabularies or features 
should be grouped or clustered as the same topic or purpose 
of the fake news. In this research, the Scikit-learn [32,33] is 
used for enhance the accuracy of classification and clustering. 
Scikit-learn is the machine learning method which uses 
Numpy to efficiently perform the linear algebra and array 
operations. Scikit-learn provides various classification, 
regression and clustering algorithms, such as support vector 
machine, gradient boosting, term frequency-inverse 
document frequency, k-means clustering, DBSCAN, etc. In 
this research, the value k for the k-means clustering in eq. (1) 
should be assigned and given. To find the suitable value k, 
the Elbow Method [34] is used. Based on Elbow Method, the 
elbow point is used to find the minimized value of k which to 
be used for k-means algorithm. Hence, by recursively 
executing the Scikit-learn method and Elbow Method, the 
fake news which were already verified could be clustered and 
grouped automatically with less manual operation according 
to the found k. In other words, the when the value k is defined, 
the total numbers or the fake news groups or clusters is also 
defined. In addition, when the numbers or the fake news 
groups is defined, the key vocabularies related to each groups 
could be called as the features of the specific fake news group. 
In other words, after Scikit-learn method and Elbow Method, 

the groups and the corresponding features are defined and 
found. 

C. False News Warning Method 
After Key Vocabularies Merging Method, the features of 

the proved similar false news can be found. By analysing 
various types of the proved false news, different features 
related to these various false news could be obtained. 
Therefore, based on the K-means algorithm, the intentional 
false news even the news sources can be grouped. After 
K-means grouping, the possible types of false news and 
possible spreading news sources could be found. 

Therefore, based on the classification of the various 
intentional false news groups, the features of each group 
could be collected. In other words, these features could be 
used to represent or indicate the similar false news. Finally, 
through comparing and matching the features, the new news 
can be analysed and predicted.  

Suppose that there are total fg features of the gth false news 
group. In addition, by K-means algorithm, the new news 
would be classified and grouped to the gth false news group. 
Then, comparing the found features of the new coming news, 
there would be fn features of the new news that included or 
the same in the gth false news group. Therefore, in this 
research, the new news could be evaluated as the possible 
intentional false news by following function: 

          (4) 

where the  is the on demand given value for the 
intentional false news warning. 

Start
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False News 
WarningYes
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Fig. 3. The flowchart of the false news warning. 

 

IV. VERIFICATION AND RESULTS 
Following is the implementation example. Based on 

mmsegj algorithm for Chinese vocabulary recognition, the 
Chinese vocabularies presented in the website or web page 
could be separated and recognized as Figure 4. According to 
the {key, value} structure, the initially found key 
vocabularies and the corresponding appearance probability 
are checked. Some proper nouns are already recognized. 
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However, many key vocabularies are recognized as the single 
Chinese word. Based on the proposed Key Vocabularies 
Merging Method, the two vocabularies could be merged 
according to equation 1. In figure 4, for example, the 
appearance probabilities of " " and " " are almost the 
same. According to equation 1, these two vocabularies could 
be merged as " " or " ". However, after next cycle of 
the Key Vocabularies Merging Method, due to that the "
" is the independent proper nouns, and " " is not the 
independent proper nouns, the appearance probability 
differences between " " and " " will be very huge. In 
other words, only the " " can be reserved and survived for 
the further feature searching. 

 

 
Fig. 4. The example of the implemented Key Vocabularies Merging Method. 

 
In this research, to cluster and group the fake news which 

are collected by the web crawler, the scikit-learn for and the 
jieba algorithm are connected  by the python program. The 
collected fake news and the related features are stored in the 
noSQL database on cloud. To provide the visual presentation 
and interface, the python matplotlib is also used. In the 
beginning, the specific topics of news from the Taiwan Fact 
Check Center are all already proved and recognized as the 
fake news. According to this recognized topic, the normal 
search engines such as Google or Yahoo are used to collect 
the similar news. Based on the proposed Key Vocabularies 
Merging Method, jieba algorithm, and term 
frequency-inverse document frequency (TF-IDF) method, 
the total found feature vocabularies or segmentations are 
various and huge. To cluster and group the collected fake 
news which are corresponding to the fake news proved by 
Taiwan Fact Check Center, the K-means algorithm integrated 
with the Elbow methods is recursively executed. According 
to Elbow Method, elbow point could be found around 4 with 
less differences of summation of squared distance when the 
value k is increased. The result is shown as Figure 5. 

 

 
Fig. 5. The found value K based on Elbow Method according to the 
corresponding squared distance. 

 
In the beginning of the verification, there are four different 

topics of fake news from the Taiwan Fact Check Center are 
collected. Since according to the proposed methods the final 
groups could be clustered into correct 4 groups, the related 
news from the search engine could be also recognized and 
clustered. In this research, there are total 34 fake news from 
various sources corresponding to the four main fake news 
topics are collected as the data for verifying the classification. 
There are 9 fake news are proved similar or the same as fake 
news group 1; 10 fake news are proved similar or the same as 
fake news group 2; 9 fake news are proved similar or the 
same as fake news group 3; and 6 fake news are proved 
similar or the same as fake news group 4. To verify the 
proposed system, these all 34 fake news are initially given 
without grouping and definitions. The proposed system 
receives these fake news without understanding the numbers 
of topics and the numbers of fake news in each fake news 
groups.  

After the recursively processing the proposed Key 
Vocabularies Merging Method, jieba algorithm, and term 
frequency-inverse document frequency (TF-IDF) method 
with Elbow Method, the related fake news could be clustered 
into the same group by evaluation the square distance 
between each fake news and the group center. In addition, 
due to the Elbow Method, the minimum numbers of the 
groups could be also decided according to the obtained 
square distance. Finally, the related fake news could be 
correctly clustered into the corresponding groups. Figure 6 
presents the average distance between each fake news group 
and the different group centers. The average distance of the 9 
fake news which clustered into the fake news group 1 is only 
about 0.1 square distance from the cluster center 1 but more 
than 0.4 square distance to any other cluster centers. The 
average distance of the 10 fake news which clustered into the 
fake news group 2 is only about 0.1 square distance from the 
cluster center 2 but more than 0.6 square distance to any other 
cluster centers. The average distance of the 9 fake news 
which clustered into the fake news group 3 is only about 0.13 
square distance from the cluster center 3 but more than 0.58 
square distance to any other cluster centers. The average 
distance of the 6 fake news which clustered into the fake 
news group 4 is only about 0.05 square distance from the 
cluster center 4 but more than 0.47 square distance to any 
other cluster centers. In other words, the proposed algorithm 
and processes could really recognize and cluster the fake 
news correctly.  
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Fig.  6. The average square distance between the fake news and the cluster 
center. 

 
Therefore, according to the proposed Key Vocabularies 

Merging Method, jieba algorithm, term frequency-inverse 
document frequency (TF-IDF) method with Elbow Method, 
the trained fake news data could be correctly recognized. 
Considering the purposes of the malicious organizations or 
users, the fake news would be frequently announced or 
created related to some specific person or topics. In other 
words, the rapidly announced fake news from the same 
organizations or groups could be recognized and found. 

 

V. DISCUSSION 
Although according to the proposed system the proved 

fake news could be recognized and clustered, to predict the 
new coming news is still difficult. First, the proposed system 
can recognized and cluster the existed and proved fake news. 
Based on the collected huge amount of the proved fake news, 
the recognition and clustering could be correct. However, the 
accuracy of the prediction should depend on huge data found 
from the Internet. It means that the prediction is difficult 
when there is only a few data collected from the Internet. In 
addition, since the new coming news is not identified and 
verified, the proposed system could only differentiate this 
news according to the related information collected and 
announced in the past. In other words, if the most of the news 
disseminated by the social media or organization is true news, 
then according to the proposed system the new coming news 
would be easily recognized as true news. In opposition, if 
most of the news disseminated by the social media or 
organization is fake news, the new coming news would be 
identified and clustered as fake news even it is really true. 
The found features would result in the bias when cluster and 
recognize the news from specific media or group. In other 
words, the history of the media or organization itself would 
affect the prediction result. The media or group with more 
proved fake news in the past would be easily recognized and 
clustered as the fake news in the future.  

Second, due to the verification and the proof of each news, 
some information or messages hidden in the news would 
need time for searching and finding. Some inside information 
could be only be proved and recognized after long time. 
Therefore, to prove the news true or fake itself is an difficult 

issue. In addition, only more information found then the 
current news could be identified as the true or fake news in 
the future. Therefore, to directly verify and recognize a news 
is true or fake is not easy especially when the related 
information is not enough. Finally, the credibility of the 
media or organization still plays the main and important role. 

However, due to some political purposes, the fake news 
would be created and broadcasted by specific malicious 
media organization and groups. These malicious parties 
would actively spread the fake news. According to the 
proposed system, these groups, individual person, even 
media organization could be found and evaluated. In the 
future, some more tags could be found and defined for these 
malicious fake news spreaders. In other words, the credibility 
of these malicious fake news spreaders could be evaluated 
and given the warning according to the new spreading 
history. 

 

VI. CONCLUSION 
In this research, the proposed Key Vocabularies Merging 

Method could find the features of the specific intentional 
false news. Based on the term frequency-inverse document 
frequency (TF-IDF) method with Elbow Method, the proved 
false news or fake news could be correctly clustered into the 
corresponding groups. In addition, the numbers of the groups 
related to the false news could be automatically increased.  In 
other words, according to the analysis of the historic proved 
news, the repeatedly found news could be recognized and 
verified.  

Based on the proposed False News Warning Method, 
different intentional false news could be grouped. According 
to the comparing with the various groups of the intentional 
false news, the false news warning could be given 
corresponding to the new news. 
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Abstract— Traditional mobile backhaul Radio Access 
Network (RAN) employ centralized data and control plane 
scheme. In this work, we propose a novel Passive Optical 
Network (PON) based next-generation mobile backhaul RAN 
architecture in a distributed scheme that enables the 
redistribution of some of the intelligence currently centralized 
in the Mobile Packet Core (MPC) platform out into the access 
nodes of the RAN. Specifically, this work proposes a fully 
distributed ring-based EPON architecture that enables the 
support of a converged PON-5G option 3X access networking 
transport infrastructure to seamlessly backhaul both mobile 
and wireline multimedia traffic and services. Performance 
analysis show that the proposed distributed architecture show 
better results in throughput, latency and handover analysis. 

Keywords- 5G, EPON, LTE, Option 3x, PON, TDM  

I. INTRODUCTION

HE only viable solution to support extraordinary growth 
of mobile backhaul to provision the emerging 5G traffic 

that includes 5G and cellular Long-Term Evolution (LTE),
requires rapid migration from today’s legacy circuit-switched 
T1/E1 wireline and microwave backhaul technologies to a 
new fiber-supported, all-packet-based mobile backhaul 
infrastructure [1-4]. Mobile backhaul sometimes referred to, 
as the Radio Access Network (RAN), is used to backhaul 
traffic from individual base stations (BSs) to the Core 
Network (CN). In contrast with the typically centralized 
2G/3G RAN infrastructure, the 5G architecture specifically 
5G option 3x has fundamentally different RAN design 
requirements.  
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Hence, a cost-effective fiber supported all-packet-based 
mobile backhaul RAN architecture that is compatible with 
these inherently distributed and packet-oriented NG RAN 
architectures, is needed to efficiently scale current mobile 
backhaul networks. However, deploying a new fiber-based 
mobile backhaul infrastructure is a costly proposition mainly 
due to the significant cost associated with digging the trenches
in which the fiber is to be laid.  

The 5G System can use non-standalone solution with dual 
connectivity to 4G. That approach is called Option 3. As 
shown in Fig. 1. 5G can be deployed as a standalone solution 
without LTE.  

This approach is called Option 2 in 3GPP. The very first 
5G networks must use Option 3 because it is available in 
3GPP 6 months before Option 2. Dual connectivity has also 
other benefits. It allows to combine 4G and 5G data rates 
together and it allows to reuse existing Evolved Packet Core 
(EPC). Option 3 is a dual connectivity deployment with E-
UTRA as the anchor Radio Access Technology (RAT) and 

T
EPC

UE

5G -gNB4G -eNb

Plane
User
Plane

User + Control

Fig. 1. 5G Option 3x
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NR as the secondary RAT in a non-standalone configuration 
based on the existing EPC. Both 5G base stations (gNodeB) 
and 4G base stations (eNodeB) are connected to the EPC. The 
control plane goes via LTE. In Option 3X the gNB is 
deployed to support the user traffic and the control traffic goes 
through the 4G eNB. The option 3X seems preferred by 
majority operators for enhanced mobile broadband.  

This underlying potential prompted many carriers around 
the world to consider the use of the fiber-based Passive 
Optical Network (PON) access infrastructure as an all-packet-
based converged fixed-mobile optical access networking 
transport architecture to backhaul both mobile and typical 
wireline traffic backhaul RAN architecture. A PON connects 
a group of Optical Network Units (ONUs) located at the 
subscriber premises to an Optical Line Terminal (OLT) 
located at the service provider’s facility. While the economies 
for commercially deploying TDM-PON in the access arena as 
a near-term converged fixed-mobile optical networking 
transport infrastructure are quite convincing, however, 
several technical issues must be addressed first before 
mainstream TDM-based PONs could be used as viable optical 
access networking technology that enables the support of a 
truly unified PON-5G access networking architecture or just 
a 5G mobile. 

The most notable issue is, TDM-PON is a centralized 
access architecture– relying on a component at the distant 
OLT to arbitrate upstream traffic, while 5G is a distributed 
architecture where, in particular, the 5G 3x option with gNB 
is anchored on 4G eNB requires a new distributed RAN 
architecture and further create a requirement to fully meshing 
the BSs (the X2 interface for 5G-LTE BS-BS handoffs 
requires a more meshed architecture) [1-3, 9]. The major 
weakness is that mainstream PONs are typically deployed as 
tree topologies and the tree-based topology can neither 
support the distributed access architecture nor 
intercommunication among the access nodes (ONUs) 
attached to the PON. The key challenge in devising a truly 
unified PON-5G access architecture is how to reconcile the 
traditionally centralized PON’s architecture and NCM 
operations with the typically distributed 5G’s architecture and 
NCM operations. Though numerous hybrid Fiber-Wireless 
network architectures have been expected to utilize the fiber-
based PON access infrastructure to backhaul mobile traffic 
[5-8], most of these architectures, however, have utilized the 
typically centralized tree-based PON topology, which can 
only support a centralized RAN architecture. Since both 
wireless and wireline segments of these hybrid architectures 
are assumed to be centralized, the key design requirements 
and challenges associated with overlaying a fully distributed 
mobile RAN segment (e.g., 5G/LTE) over a typically 

centralized PON-based wireline segment, still remain 
unresolved. The purpose of this paper is to propose a novel, 
simple, and cost effective PON-based 5G mobile backhaul 
RAN architecture that enables redistribution of some of the 
intelligence (e. g., bandwidth/QoS provisioning) currently 
centralized in the Mobile Packet Core (MPC) platform out 
into the access nodes of the RAN [9-11]. Specifically, this 
project devises a fully distributed ring-based EPON 
architecture that enables the support of a converged PON-5G
LTE access networking transport infrastructure to seamlessly 
backhaul both mobile and wireline multimedia traffic and 
services. We quantify the merits of utilizing a distributed 
EPON-based 5G option 3x RAN architecture and those of 
traditional mobile 5G backhaul infrastructure. The salient 
feature of the proposed architecture is that it supports a fully 
distributed control plane that enables intercommunication 
among the access nodes (ONUs/BSs) as well as signaling, 
scheduling algorithms, and handoff procedures that operate in 
a distributed manner.  We outline some of the key technical 
requirements associated with devising a truly unified fixed-
mobile 5G LTE access transport architecture that is built on 
top of a typically centralized PON infrastructure. 

The proposed architecture supports several key networking 
features that significantly improves the performance of both 
the RAN and MPC in terms of handoff capability, overall 
network throughput and latency, and QoS support. Though 
we have chosen Ethernet-based PON and5G as representative 
techniques for fixed PON and 5G mobile access technologies, 
the proposed architecture and related operation principles are 
also applicable to other PON and 5G access networks such as 
GPON and 5G/LTE.  

The rest of the paper is organized as follows: Section II 
gives an overview of the standalone ring-based EPON 
architecture and Section III discusses how to evolve the ring-
based architecture to an all-packet-based converged fixed-
mobile optical access networking transport infrastructure.  
Section IV presents some of the key salient features enabled 
by the proposed architecture. Section V reports simulation 
results and Section VI offers some concluding remarks. 

II. OVERVIEW OF THE STANDALONE RING-BASED 
EPON ARCHITECTURE 

Fig. 2. illustrates the proposed standalone ring-based PON 
architecture [12]. An OLT is connected to N ONUs via a 20 
km trunk feeder fiber, a passive 3-port optical circulator, and 
a short distribution fiber ring.

The ONUs are joined with point-to-point links in a closed 
loop around the access ring. The links are unidirectional. Both 
downstream (DS) and upstream (US) signals (combined 
signal) 
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are transmitted in one direction only. The US signal is 
transmitted sequentially bit by bit around the ring from one node 
to the next where it is terminated, processed, regenerated, and 
retransmitted at each node (ONU). Since US transmission is 
based on a TDMA scheme, inter-ONU traffic (LAN data and 
control messages) is transmitted along with upstream traffic 
destined to the OLT (MAN/WAN data) within the same pre-
assigned time slot. Thus, in addition to the conventional 

transceiver maintained at each ONU (a up US transmitter (Tx) 
and a d DS receiver), this approach requires an extra receiver 
(Rx) tuned at up to process the received US/LAN signal.  

DS signal is coupled with the ring at port 2 of the optical 
circulator. After recombining it with the re-circulated US signal 
via the 2x1 CWDM combiner placed on the ring directly after 
the optical circulator, the combined signal then circulates around 
the ring (ONU1 through ONUN) in a Drop-and-Go fashion, 
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where the DS signal is finally terminated at the last ONU. The 
US signal emerging from the last ONU is split into two replicas 
via the 20:80 1x2 passive splitter (Fig. 2) placed on the ring 
directly after the last ONU. The first replica (80 %) is directed 
towards the OLT via circulator ports 1 and 3, where it is then 
received and processed by the US Rx (housed at the OLT), 
which accepts only MAN/WAN traffic, discards LAN traffic, 
and process the control messages, while the second replica (20 
%) is allowed to recirculate around the ring having been 
recombining with the DS signal via the 2x1 CWDM combiner.
The detailed ONU architecture is shown in Fig. 3. Each ONU 
attaches to the ring via the input port of a 1x2 CWDM DMUX 
housed at each ONU (incoming signal at point A in Fig. 3.) and 
can transmit data onto the ring through the output port of a 2x1 
CWDM combiner (outgoing signal at point E in Fig. 3.). At each 
ONU, the incoming combined signal is first separated into its 
two constituent: DS and US signals via the 1x2 CWDM DMUX 
housed at the ONU. As can be seen from Fig. 3., the separated 
US signal is then received and processed via the US Rx housed 
at the ONU, where it is regenerated and retransmitted along with 
the ONU’s own local control and data traffic. 

As can also be seen from Fig. 3, the separated DS signal is 
coupled with the input port of the (10: 90) 1x2 passive splitter, 
which splits the DS signal into a small (10%) “Drop-signal-
portion” and a large (90%) “Express-signal-portion”. The small 
portion (Drop-Signal) is then received and processed by the DS 
Rx housed at the ONU. The remaining large portion emerging 
from the 90% output splitter’s port (Express-Signal) is further 
transmitted through the ring to the next ONU, where it is, once 
again, partially split and detected at the corresponding DS Rx 
and partially transmitted towards the rest of the ring. Note that 
the Express-Signal recombines again with the retransmitted US 
signal (all previous ONU’s regenerated US signals plus its own 
US signal) via the 2x1 CWDM combiner to form the outgoing 
combined signal (incoming signal for next ONU) that circulates 
around the ring. 

III. PROPOSED EPON-BASED CONVERGED FIXED-
MOBILE OPTICAL ACCESS NETWORKING ARCHITECTURE

The standalone ring-based EPON architecture can be evolved 
around an all-packet-based converged fixed-mobile optical 
access networking transport infrastructure (or just 5G 3x mobile 
backhaul RAN) by simply interconnecting (overlying) the 
ONUs with the 5G and 4G’s BSs and the OLT with serving 
access gateway (SGW). Under this simple overlay 
(independent) model, the PON and 5G/4G systems are operated 
independently where the RAN system is assumed to have its 
own NCM operations, independent of those for the PON. The 
BS is assumed to be collocated with an ONU or treated as a 
generic user attached to it. The ONU and BS can be 
interconnected as long as they support a common standard 
interface. Thus, the OLT, SGW, ONUs, and 5G/4G BSs, are all 
assumed to support a common standard interface (e.g., 802.3ah 
Ethernet interface). Each ONU is assumed to have two different 

Ethernet port ranges; the first port range will support wired 
users, while the second port range will support mobile users. The 
port ranges will be used by the ONUs to identify and 
differentiate between mobile users versus fixed users.  

A. Fully Distributed Control Plane  
This work uses the control and management messages defined 

by the IEEE 802.3ah multi-point control protocol (MPCP) 
standard [13] that facilitate the exchange of control and 
management information between the ONUs/BSs and OLT. The 
protocol relies on two Ethernet control messages, GATE (from
OLT to ONUs/BSs) and REPORT (from ONUs/BSs to OLT and 
between ONUs/BSs) messages in its regular operation. Direct 
communication among ONUs/BSs is achieved via the US 
wavelength channel {control messages along with both LAN 
and US data share the same US channel bandwidth (in-band 
signaling)}, which is terminated, processed, regenerated, and 
retransmitted at each ONU. Since control messages are 
processed and retransmitted at each node, the ONUs can directly 
communicate their US/LAN queue status and exchange 
signaling and control information with one another in a fully 
distributed fashion. Likewise, BSs can also directly 
communicate the status of their queues and radio resources and 
exchange signaling and control messages with one another.  The 
control plane utilized among the ONUs/BSs can thus support a 
distributed PON-4G RAN architecture, where each access node 
(ONU/BS) deployed around the ring has now truly physical 
connectivity and is, thus, capable of directly communicating 
with all other access nodes, in conformity with 4G standards.  

Each access node maintains a database about the states of its 
queue and the state of every other ONU/BS’s queue on the ring. 
This information is updated each cycle whenever the ONU 
receives new REPORT messages from all other ONUs. During 
each cycle, the access nodes sequentially transmit their 
REPORT messages along with both US and LAN data in 
ascending order within their granted timeslots around the ring 
from one node to the next, where each REPORT message is 
finally removed by the source ONU after making one trip around 
the ring.  The REPORT message typically contains the desired 
size of the next timeslot based on the current ONU’s buffer 
occupancy. Note that the REPORT message contains the 
aggregate bandwidth of both fixed and mobile data buffered at 
each ONU’s/BS’s queue (requested size of next timeslot). 

An identical dynamic bandwidth allocation (DBA) module, 
which resides at each access node (ONU/BS), uses the REPORT 
messages during each cycle to calculate a new US timeslot 
assignment for each ONU. ONUs sequentially and 
independently run instances of the same DBA algorithm 
outputting identical bandwidth allocation results each cycle. The 
execution of the algorithm at each ONU starts immediately
following the collection of all REPORT messages. Thus, all 
ONUs must execute the DBA algorithm prior to the expiration 
of the current cycle so that bandwidth allocations scheduled for 
the next cycle are guaranteed to be ready by the end of the 
current cycle. Once the algorithm is executed, the ONUs 
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sequentially and orderly transmit their data without any 
collisions, eliminating the OLT's centralized task of processing 
requests and generating grants for bandwidth allocations.  

B. Dynamic Bandwidth Allocation and QoS Support & 
Mapping 

Based on bandwidth demands, ONUs can be classified into 
two groups, namely: (i) lightly loaded ONUs that have 
bandwidth demands less than BMAX (ii) heavily loaded ONUs 
that have bandwidth demands more than BMAX . BMAX is defined 
as follows in equation (1)  

 (1) 

Where, TG is guard band interval, N is number of ONU’s, 
TMAX is EPON maximum cycle period and REPON is EPON data 
rate. Bandwidth demand here is the aggregate of wired and 
wireless demand. During each cycle, the DBA module keeps 
track of the unclaimed bandwidth from the set of lightly loaded 
ONUs. It then redistributes this excess bandwidth to other 
heavily loaded ONUs based on their requested bandwidth. 
During each cycle, the DBA module keeps track of the 
unclaimed bandwidth from the set of lightly loaded ONUs. It 
then redistributes this excess bandwidth to other heavily 
loaded ONUs based on their requested bandwidth i.e. two 
ONUs requesting bandwidths B1 and B2 more than BMAX will 
be assigned excess bandwidths proportional to B1 and B2.
During each cycle, the lightly loaded ONUs with Ri < BMAX

will contribute a total remainder cycle bandwidth: 

The heavily loaded ONUs with Ri > BMAX will require a 
total over the limit cycle bandwidth as shown in equation (2): 

  (2) 

The total remainder cycle bandwidth can be fairly distributed 
amongst the heavily loaded ONUs to expand their maximum 
transmission window as follows in equation (3) 

 (3) 

The granted bandwidth, BGH, for a heavily loaded ONUi is 
given by equation (4):

 (4) 
If Ri is the requested bandwidth of ONUi, BGranted is the 
bandwidth granted using the proposed limited service-based 
distributed DBA scheme, then BGranted can be expressed as 
equation (5):

(5) 

We call this process as Inter-ONU scheduling. 

After each ONU is given fair share of its bandwidth then it 
runs Intra-ONU scheduling module to distribute its total granted 
bandwidth to wired and wireless users. Intra-ONU scheduling 
algorithm is given as follows in (6) and (7); 

      (6) 

       (7)

Where R5G is the bandwidth demand from 5G users and Rwired

is the bandwidth demand from the wired users. Moreover 
B5G_granted and Bwired_granted is the bandwidth granted to 5G and 
wired users respectively. Since, typically the wired data rate is 
more than wireless, it is given more share. 

Typical 5G/4G MAC is centralized and connection-oriented. 
A connection identifier (CID) identifies each 5G/4G connection. 
The main mechanism for providing a connection-based QoS is 
to classify and associate packets traversing the MAC interface 
to IP Service Flows (SFs), where each existing SF is identified 
by a 32-bit SF identifier (SFID) and is characterized by a set of 
QoS parameters. A CID is then mapped into an SFID provided 
that the SF has already been admitted (active SF). Once the UE’s 
CIDs are terminated at the BS, they are mapped into the 
appropriate mobility tunnels based on their CIDs. The BS’s 
packet classifier then maps their constituent IP SFs into their 
appropriate priority queues based on CIDs attached to the IP 
packets. To allow for traffic separation in the PON-based 
transport network (IP cloud connecting the BSs to the 
OLT/SGW), the BS maps each CID into a corresponding 
DiffServ Code Point (DSCP) in order to translate CID to 
transport-based QoS (DSCP). Using this mapping function, 
packets on a given CID associated with specific QoS parameters 
are marked with a specific DSCP for forwarding in the transport 
network. The MPC performs the mapping for DL packets  

On the other hand, EPON technology does not allow this type 
of CID-based connection. Rather, it supports only enhanced QoS 
through prioritization where packets are classified, stored in 
different priority queues and, then, scheduled for service 
according to their priorities. In a typical centralized EPON, QoS 
support is implemented via two independent scheduling 
mechanisms [10]: 1) inter-ONU scheduling: an aggregate 
bandwidth is allocated to each ONU by the OLT. 2) intra-ONU 
scheduling: each ONU makes a local decision to allocate the 
granted bandwidth and schedules packets transmission for up to 
eight different priority queues in the ONU. In the case of the 
proposed architecture, however, instances of the same DBA 
algorithm are executed simultaneously at each ONU. Thus, both 
scheduling mechanisms (inter and intra-ONU scheduling) are 
performed at each ONU-BS in a fully distributed approach, 
leading to the notion of integrating both scheduling mechanisms 
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at the ONU. This enables the proposed distributed architecture 
to provide better QoS support and guarantees. 

For simplicity, we assume that each ONU maintains three 
separate priority queues that share the same buffering space. 
We consider three priority classes P0, P1, and P2, with P0 
having the highest priority and P2 having the lowest. These 
classes are used for delivering voice (CBR), video stream 
(variable-bit-rate or VBR), and best-effort (BE) data, 
respectively, as they allow easy mapping of DiffServ’s 
Expedited Forwarding (EF), Assured Forwarding (AF), and BE 
classes into 802.1D classes. Since both EPON and 5G/LTE 
classify data traffic in a differentiated services mode, an 
effective mapping mechanism is required between EPON 
priority queues and CID-based 5G/LTE IP flows. Specifically, 
the mapping has to identify which 5G/LTE IP flow should be 
stored in which EPON priority queue for equivalent QoS. 
EPON has up to eight different priority queues in each ONU, 
while 5G/LTE supports Guaranteed Bit Rate (GBR) & Non-
GBR classes of service. QoS in 4G is based on bearers and in 
5G is based on flow. In this work we assume that 5G/LTE GBR 
queues are mapped into EPON P0 queue and Non-GBR queues 
into P1 and P2 based on QoS parameters setting. 

IV. KEY SALIENT NETWORKING FEATURES ENABLED BY
THE DISTRIBUTED EPON-BASED RAN ARCHITECTURE

The distributed ring-based architecture along with the 
supporting control plane enables the proposed EPON-based 
RAN architecture to support several key salient networking 
features that significantly enhance the performance of both the 
RAN and MPC in terms of handoff capability, overall network 
throughput and latency, and QoS support. These include: 

A. Significance of Local Mobile LAN Traffic:
Local mobile LAN traffic is defined here as bidirectional 

multimedia traffic exchange (including VOIP, video, and data 
sessions) between two mobile users served by two different BSs 
that are either collocated or attached with/to two different ONUs 
on the same ring (same PON domain). In the proposed EPON-
based RAN architecture, this traffic is directly routed on the ring 
from the source  BS directly to the destination BS and vice-versa 
as local LAN traffic, without the direct participation of either the 
OLT or the MPC (e. g., SGW). This is significant as the volume 
of VOIP calls and/or multimedia data exchange between all 
local mobile users that are served by the many different BSs 
attached to the same ring, is substantial. In a typical  5G/LTE 
RAN, however, this traffic represents bidirectional US/DS data 
exchange between the two mobile users, which must be routed 
first from the source BS to the MPC (US traffic) and then from 
the MPC to the destination BS (DS traffic), and vice-versa.  

Thus, a substantial volume of local mobile traffic and 
associated signaling overhead, as well as the lengthy and 
complex processing of this traffic (e. g., sessions (LTE 
bearers/mobility tunnels) switch/set-up, retain, and tear-down 
and associated signaling commands from the BSs to the MPC 
and vice-versa), have been offloaded from the overburdened 

MPC to the access nodes (ONUS/BSs) of the RAN. This has a 
significant impact on the performance of the MPC. First, it frees 
up a sizable fraction of the badly needed network resources as 
well as processing on the centralized serving nodes (e. g. SGW) 
in the MPC to handle Internet-bound traffic more efficiently. 
Second, it frees up capacity and sessions on the typically 
congested mobile backhaul from the BSs to the MPC and vice-
versa.  

B. Enhanced Handoff Capabilities 
In 5G and LTE standards, hard handoff (HHO) is mandatory. 

The HHO is a break-before-make procedure, in which LTE user 
equipment (UE) breaks its connections with the serving BS 
(SBS) before setting up new connections with the target BS 
(TBS) and this is when traffic interruption and packet loss take 
place. By exploiting both the distributed nature of the ring-based 
RAN architecture and the supporting control plane, the proposed 
architecture enables the support of seamless and speedy inter-
BS Hos in which, as the simulation results will show, packet loss 
is almost totally avoided and VoIP and other real-time IP 
applications can be adequately supported during HO. This is 
accomplished as follows:  

1) When a UE enters a domain served by the PON-RAN, it 
needs to register itself to the domain OLT’s access router and 
updates the new location in its home subscriber server (HSS). 
As long as the UE is roaming within the same PON-RAN 
domain, it does not need to reregister again.  

2) The physical connectivity of both the SBS and TBS 
attached to the ring allows direct data exchange and 
intercommunications among them during HO (compare the 
simplicity and reduced latency and signaling overhead of this 
direct approach versus that of the typical 4G indirect 
bidirectional lengthy intercommunications and logical 
connectivity among the SBS and TBS via the MPC). Thus, once 
the TBS accepts the HO command, the SBS may immediately 
start to forward the buffered data (which have not yet been 
successfully sent to the UE), to the TBS directly on the ring as 
local LAN traffic. This is significant for creating the typical 4G 
logical connectivity among the SBS and TBS, which requires 
the lengthy process of signaling to the EPC to coordinate the 
mobility-tunnel set up/switch from the SBS to TBS (and vice-
versa) via the MPC, is totally avoided as well as the direct 
participation of the SGW/OLT.  

3) For the HO to complete, the TBS signals the OLT/SGW to 
inform it that the HO is complete and to update its records with 
the new TBS, i.e., to add TBS (and corresponding target ONU 
(TONU) that is collocated or attached with/to the TBS) to the 
forwarding list for the UE. Then, under the typical 4G/5G RAN 
scenario, to resume normal operation and forward DS traffic to 
the TBS (or UE), the typical lengthy process of setting up a 
mobility tunnel form the MPC to the TBS is essential. Under the 
proposed PON-based RAN architecture, however, the scheduler 
at the OLT just simply redirects the UE’s DS traffic from the DS 
queue that was serving the SONU/SBS before the HO (the OLT 
houses N dedicated DS queues, each serving one of the N 
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ONUs-BSs attached to the ring) to the new DS queue that is now 
serving the TONU/TBS. The HO can happen from 4G to 5G and 
vice versa. This proposed setup supports and enhances 
performance. To further reduce the signaling latency and packet 
loss during the HO, the OLT may concurrently broadcast DS 
traffic destined to the UE to both the SBS and TBS.  

Overall, the proposed EPON-based RAN architecture 
introduces several significant advantages over typical 5G/LTE 
RAN and the advantages include: 1) a significant reduction in 
the signaling overhead and handoff latency; 2) offloading a 
sizable fraction of the local mobile sessions switch/set-up and 
tear-down and associated lengthy and complex signaling 
processing from the overloaded MPC to the RAN’s access 
nodes; 3) re-registration procedures to the HSS when the UE
moves from a BS to another is avoided as long as the UE roams 
within the coverage area served by the BSs attached to the ring; 
4) during inter-BSs HOs, no path switch/setup command is 
needed since the path (mobility tunnels) from MPC to the UE
remains unchanged.

V. PERFORMANCE EVALUATION

In this section, we first compare the performance of the 
proposed EPON-based mobile 5G RAN with that of the 
typically centralized 5G RAN. Two simulation programs were 
developed using MATLAB, one for the typical 5G RAN and the 
other one for the EPON-based RAN. The performance metrics 
used here are network utilization, average throughput, and End-
to-End (ETE) delay. We consider the practical case of non-
uniform traffic load in which, during a given period, some BSs 
might be lightly loaded/idle, while other BSs might be heavily 
loaded. At a given total network load, different BSs have 
different average traffic loads. Under this non-uniform traffic 
load scenario, the significance of utilizing PON-based RAN 
architecture is established.  

The following are the system parameters used for simulating 
the EPON-based RAN architecture: (1) a PON with 16 ONUs, 
each serving a varying number of BSs (a minimum of one BS to 
a maximum of 10 BSs), depending on the varying traffic load.; 
(2) aggregate  access link data rate from the UEs to a given ONU 
is 100 Mb/s; (3) the RAN DS line rate (from the 
OLT/SGW(ePC) to the ONUs/BSs) is assumed to be same as the 
US line rate (from the ONUS/BSs to the OLT/SGW) and is 
equal to 1 Gb/s; (4) the average distance between the 
OLT/SGW(ePC) and ONS/BSs is 20 km; (5) the buffer size in 
each ONU/BS is 1 Mbyte; (6) the maximum EPON cycle time 
is 2 ms for US  transmission, while a standard fixed periodic 
cycle of 10 ms is assumed for 5G US transmission (from the UEs
to the BS); (7) the IEEE 802.3ah MPCP REPORT/GATE 
message is 64 bytes; (8) we assume that all network traffic is just 
mobile traffic initiated by 5G  UEs, i.e., traditional EPON’s 
fixed wired end-user’s traffic is assumed to be zero; (9) the total 
mobile traffic is divided equally among US mobile traffic and 
local mobile LAN; (10) the mobile traffic model used here is as 
described above in Section III B, we assume that 5G/LTE GBR 

queues are mapped into EPON P0 queue and Non-GBR queues 
into P1 and P2 based on QoS parameters setting.; (12) the DBA 
scheme reported in [12] is used here to provision EPON US 
traffic, whereas the proportional fairness algorithm is used to 
provision 5G US traffic. 

To have a fair comparison, all EPON-based RAN parameters 
listed above are also used for simulating the typical 5G except 
for the following: each and every dedicated link data rate of the 
typical 5G RAN in either US (16 dedicated point-to-point links 
between the ONUs/BSs and the OLT/SGW) or DS (16 dedicated 
point-to-point links between the OLT/SGW and the ONUs/BSs) 
direction is set to 62.5Mbps. Thus, the aggregated link data rate 
in either direction is:  62.5Mbps * 16 = 1 Gbps, which is equal 
to that of the EPON-based RAN.  

Table I shows the possible scenarios of four unevenly loaded 
Base Stations i.e., ligtly loaded, moderately loaded, heavy 
loaded and super heavily loaded BS’s. Similarly Fig.s 4 and 5 
show the uplink utilization versus time at a given single network 
load of 0.83 and versus the total network load for unevenly and 
evenly BSs respectively. This is for both the typical 5G and 
EPON ring-based RAN architectures.  

Although traditional 5G shows on average similar 
performance in evenly loaded BSs as in Fig. 5. nonetheless Fig. 
4 demonstrates that EPON ring-based RAN has a much higher 
level of usefulness as well as stability with less variation with 
time compared to typical 5G. This enhances the network’s 
stability and predictability. Fig. 6 shows that the average uplink
throughput EPON-based RAN architecture is much higher than 
the typical 5G RAN architecture at a higher total network load. 

Table I: 
UNEVENLY LOADED BASE STATIONS SCENARIOS

BSs BS Load BSs BS Load

1 0.8488 15 0.1051 0.24

3 0.8488 13 0.1051 0.39
5 0.8488 11 0.1051 0.54

BSs BS Load BSs BS Load

1 1.85 15 0.3262 0.68

2 1.85 14 0.3262 0.83

3 1.85 13 0.3262 0.98

4 1.85 12 0.3262 1.13

5 1.85 11 0.3262 1.28

Super Heavily Loaded BSs

Heavily Loaded BSs Lightly Loaded BSs

Moderately Loaded BSs

Total Network 
Load

Total Network 
Load
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Fig. 4. Uplink Utilization Time Series at Network Load = 0.83 

Fig. 5. Uplink Utilization Time Series of Evenly loaded BSs at Network Load 
= 0.83 

Fig. 6. Uplink Ave Throughput 

Fig. 7. shows the ETE network delay for both Guaranteed 
Bit Rate (GBR) and Non-Guaranteed Bit Rate (N-GBR) traffic 
for both the typical 5G and Ring-based RAN architectures. 

  

Fig. 7. Average network ETE delay for GBR and Non-GBR traffic 

It can be observed from the Fig. 7. that at a lower load, the 
typical 5G has a lower delay than the Ring-based RAN. This 
is expected as typical 5G traffic utilizes dedicated point-to-
point links and the queuing delay are still almost zero. 
However at higher traffic load, as expected, the Ring-based 
5G RAN exhibits much lower delay. 

A. Handover scenario 
One significant benefit of using EPON ring-based 5G 

network would be less handover delay and packet drop. To 
validate this, we use a scenario where UE node moves from its 
Home Agent BS 4 to Foreign Agent BS 5. Uni-directional best 
effort application traffic is conFig.d between UE and the server 
at the rate of 64 Kbps. UE from BS 4 has trajectory that starts 
moving around 110 seconds. Its movement converges to BS 5 
between 115 to 120 seconds. Same scenario is set up for both 
traditional 5G backhaul and 5G BS’s connected to ring 
network. Parameters collected for comparison are the traffic 
received/dropped and handover delay vs. time. Handover delay 
is computed from the time the User Equipment sends a  Handoff 
REQ message starting the handoff process until initial ranging 
with the Fig. 8. shows the throughput versus time for a UE
during HO when moving away from the SBS attached to ONU1

and approaching the TBS attached to a neighboring ONU2 for 
both the typical 5G and EPON ring-based RAN architectures.  

A unidirectional BE application traffic is conFig.d between 
UE and the server at the rate of 64 Kbps. The UE has trajectory 
that starts moving around 110 seconds and converges to the 
TBS between 115 to 120 seconds. Same scenario is set up for 
both traditional 5G and EPON-based RAN. Parameters 
collected for comparison are the traffic received/dropped and 
HO latency. HO latency is computed from the time the UE
sends a HO request message to initiate the HO process until 
initial ranging with the TBS is successfully completed. As 

Typical 5G N-GBR

Ring-based 5G N-GBR

Typical 5G GBR

Ring-based 5G GBR

Typical 5G N-GBR
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expected, EPON-based RAN show lower HO latency (15 ms
versus 20 ms) as shown in Fig. 9. and almost no packets drop 
as compared to typical 5G.new Serving BS successfully 
completed. 

Fig. 8. Traffic Throughput during UE handoff 

Fig. 9. UE Handover Delay 

VI. CONCLUSION AND FUTURE WORK

This study presents a simple and cost effective PON-based 5G 
mobile backhaul RAN architecture supporting several key 
salient networking features that collectively contribute towards 
significant enhancement of the performance of both the RAN 
and MPC in terms of handoff capability, overall network 
throughput and latency, and QoS support. We quantify and 
compare between the merits of utilizing a distributed EPON-
based 5G/4G RAN architecture and that of traditional LTE 
backhaul infrastructure. Some of the key technical requirements 
associated with devising a truly unified fixed-mobile 5G/ LTE 
access transport architecture that is built on top of a typically 
centralized PON infrastructure are also outlined in the work. For 
future work we will like to test the performance of the network 
with higher data rates, perform packet loss and power budget 
analysis for increased number of ONUs connected in the ring. 
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Abstract—For efficient network scan to narrow-band wireless
networks, this paper proposes a method for controlling a scan
rate based on the estimated retransmission rate of background
traffic from a scan response delay obtained at a scan rate. This
proposed method is aiming to select the highest scan rate that can
keep the estimated retransmission rate of the background traffic
below a predetermined retransmission threshold. First, through
computer simulations considering a Wi-SUN sensor network with
two different network situations and multiple scan rates, we
derive a regression function between the mean of scan response
delay and COR (Channel Occupation Rate) of the background
traffic, and that between the COR and the retransmission rate
of the background traffic, for each the network situation and the
scan rate using the least-squares method. Then, we propose a
method for estimating the retransmission rate of the background
traffic at a different scan rate using three kinds of estimators;
network situation estimator, COR estimator, and retransmission
rate estimator. After that, we propose a control scheme of
scan rate based on the estimated retransmission rate of the
background traffic. We evaluate the estimation accuracy of the
retransmission rate of the background traffic using the proposed
estimation method. We confirm that the proposed estimation
method can estimate the retransmission rate of the target network
with the average error lower than 0.058 regardless of the situation
of the target network and the scan rate. Moreover, we evaluate
the performance of scan rate control using proposed method.
We confirm that proposed method can scan faster by 0.18 pps
and decrease the retransmission rate of the background traffic
by 0.015 compared with a fixed scan rate.

Index Terms—Network scan, Wi-SUN, Scan rate control, QoS
estimation, Network simulation
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I. INTRODUCTION

RECENTLY, the number of IoT (Internet of Things)

wireless devices has been increasing dramatically, and

vulnerable IoT devices for cyber-attacks are also increasing

rapidly. Attacked IoT devices can be used as a stepping

stone by attackers and are used as perpetrators of DDoS

attacks. Such devices transmit a large number of packets

of unauthorized traffic to disturb traffic which is originally

transmitted in their network; hereafter, we call this original

traffic as background traffic. In order to find such vulnerable

IoT devices, network scan toward a wide area of the Internet

is useful.

In existing applications of network scan for a wide area

of the Internet [1], a scanner makes the network scan at a

high rate to finish the scan quickly. However, when making a

scan toward wireless networks with a small network capacity

like LPWA (Low Power, Wide Area) networks such as Wi-

SUN [2] and LoRa [3], these networks are easily congested.

Consequently, QoS (Quality-of-Service) such as transmission

delay will be degraded due to collide and retransmit packets

[4].

In order to keep the QoS degradation of the background

traffic at an allowable level, it is necessary to select the highest

scan rate that can keep a balance between the processing

time of the network scan and the QoS degradation of the

background traffic. Examples of QoS are throughput and delay

of background traffic observed in application layer. In this

paper, we focus on the retransmission rate of the background

traffic in MAC (Medium Access Control) layer which causes

these QoS degradations. For realizing this control, the scanner

needs to know the retransmission rate of the background traffic

in the target network.

However, the scanner cannot directly know the QoS in

the target network if it scans from the outside of the target

network. The retransmission rate of the background traffic

depends on the situation of the target network. For example,

the retransmission rate of the background traffic increases as

the mean of the scan response delay or scan rate increases [5].

This is because that collision is occurred by congestion of the

target network and retransmission is triggered by the collision.

Therefore, the scanner needs to estimate the retransmission

rate of the background traffic which is different for each target
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network by using information which can be observed at the

scanner such as scan response delay.
As related works for estimating the situation of network, a

method for estimating the number of users in IEEE 802.11

network based on collision probability obtained through an

analysis of state transition of CSMA/CA (Carrier Sense Mul-

tiple Access with Collision Avoidance) is proposed by [6].

Moreover, a method for estimating the number of users using a

PDF (Probability Density Function) of transmission deferring

time in the backoff algorithm of IEEE 802.11 and collision

probability obtained through simulations is proposed by [7].

These methods aim to grasp the network situation using

the collision information which is obtained from the target

network directly.
As other related work, estimating the available bandwidth

in IEEE 802.11-based multi-hop wireless networks using the

number of retransmission is proposed by [8]. By this method,

the number of retransmissions is directly obtained from the

target networks. Although there are various related works as

mentioned above, it is difficult to apply these methods to

estimate the retransmission rate of background traffic at the

scanner. Therefore, a method for estimating the retransmission

rate of background traffic at the scanner existing out of the

target network is required.
In order to estimate the retransmission rate of the back-

ground traffic via Internet, we have proposed a method for es-

timating the retransmission rate of the background traffic from

the scan response delay [9]. The proposed method consists of

two kinds of estimators. The first one estimates the situation of

the target network from the distribution of the scan response

delay. The second one estimates the retransmission rate of the

background traffic in the target network from the mean of

scan response delay and the regression function between the

mean of scan response delay and the retransmission rate of

the background traffic corresponding to the estimated network

situation. The regression function is empirically obtained for

several network situations through simulations assuming a Wi-

SUN PAN (Personal Area Network).
For realizing the control of the scan rate, we need to

determine the proper scan rate from the current scan rate

and obtained scan response delay. Therefore, we also pro-

posed a method for estimating the retransmission rate of the

background traffic at a different scan rate using three kinds

of estimators; network situation estimator, COR (Channel

Occupation Rate) estimator, and retransmission rate estimator

[10].
This paper shows a method for controlling the scan rate

based on the retransmission rate of the background traffic

estimated from the scan response delay using the estimators

proposed in [10]. First, the followings are confirmed through

empirical analysis using network simulation assuming various

situations with different number of terminals or the transmis-

sion interval of the background traffic.

1) The relationship between the scan response delay and

the transmission interval of the background traffic can

be expressed by a regression function.

2) The relationship between the transmission interval of

the background traffic and the retransmission rate of the

background traffic can also be expressed by a regression

function.

3) The shape of the regression function is different depend-

ing on the situation of the target network and the scan

rate.

Next, based on the above empirical analysis, we pro-

pose a method for estimating the retransmission rate of the

background traffic for various scan rates different from the

current scan rate and the scan response delay. The proposed

estimation method consists of three kinds of estimators. The

first one estimates the situation of the target network from

the distribution of the scan response delay. The second one

estimates the COR of the background traffic from the mean

of the scan response delay, the scan rate at which the scan

response delay is obtained, and the estimated situation of the

target network. Here, the COR of the background traffic is

used instead of the transmission interval of the background

traffic. The third one estimates the retransmission rate of the

background traffic at the target scan rate from the estimated

COR of the background traffic and the estimated situation of

the target network.

Finally, we propose a control scheme of the scan rate

based on the estimated retransmission rate of the background

traffic. The proposed method selects the highest scan rate that

can keep the estimated retransmission rate of the background

traffic below a predetermined retransmission threshold. The

performance of the proposed method is also evaluated through

computer simulations.

II. SITUATION OF TARGET NETWORK

In general, a situation of a network varies by time of day

such as morning, work time, or midnight. In addition, how

the network situation varies depends on the application run in

the network or network topology. Therefore, it is necessary to

analyze the statistical characteristics of the retransmission of

the background traffic in various situations of target networks.

In the empirical analysis, we consider a sensor network

that consists of Wi-SUN devices. Examples of the factor of

determining the network situation are the number of terminals,

the transmission interval, frame length, and communication

direction. In this paper, we focus on the number of terminals

and the transmission interval because these factors affect the

congestion situation of the background traffic significantly.

As shown in Fig. 1, we vary the situation of the target net-

work by changing the transmission interval of the background

traffic (Case 1), or the number of terminals which transmit

the background traffic (Case 2). The background traffic is

transmitted from terminals to their application server. We

assume that the interval of situation change is much longer

than the transmission interval of the background traffic.

Copyright ⓒ 2021 GiRI (Global IT Research Institute)

ICACT Transactions on Advanced Communications Technology (TACT) Vol. 10, Issue 1, January 2021 1375



Fig. 1: Example of situations of target network (without scan

traffic).

III. EMPIRICAL ANALYSIS OF RELATIONSHIP BETWEEN

THE SCAN RESPONSE DELAY AND RETRANSMISSION RATE

OF BACKGROUND TRAFFIC

We conduct empirical analysis of the relationship between

the scan response delay and the retransmission rate of the

background traffic through computer simulations, assuming

the system model described in the previous section. We try to

express the relationship by a polynomial regression function

given by Eq. (1).

p(x) =
n∑

k=0

ak · xk (1)

where n is the regression order of the least-squares method,

and ak is the coefficient for the k-th regression order that

minimizes the squared error.

In order to determine the coefficients in Eq. (1), we first

evaluate the scan response delay, the transmission interval

of the background traffic, and the retransmission rate of

the background traffic for various scan rates and network

situations. Here, we assume that the packet length of the

background traffic is fixed, and thus we use the COR of

the background traffic instead of its transmission interval. We

simulate two different network situations by ns-3 [11]. Table I

shows the baseline parameters for the entire simulation in this

paper. As a network topology, there are at least two terminals

(for the background traffic source(s) and for the scan traffic)

that are connected to the same Wi-SUN gateway. The Wi-SUN

gateway is connected to the scanner by wired LAN. The scan

rate changes in a range of 1–10 pps (packet per second).

In the network situation corresponding to Case 1 in Fig. 1,

we assume that there is one terminal that transmits the

background traffic, and its transmission interval is changed

from 60 to 180 ms with a 30 ms step. In the network situation

corresponding to Case 2 in Fig. 1, we assume that there are

several terminals for transmitting the background traffic with

TABLE I

Baseline parameters for entire simulation.

Common Overall Simulation time 100 sec
Number of trials 100

Wi-SUN system Bandwidth 200 kHz
Phy communication rate 50 kbps

Symbol duration 50 kbps
CCA duration 0.16 us

Turnaround time 1 ms
Unit of backoff period 1.16 ms

Minimum backoff exponent 3
Maximum backoff exponent 5

Scan traffic Number of terminals 1
Scan rate 1–10 pps

Frame length 12.8 ms
Background traffic Communication direction UL

Frame length 27.84 ms
Case 1 Background traffic Number of terminals 1

(Situation index 1) Transmission interval 60–180 ms
Configuration index 1 180 ms
Configuration index 2 150 ms
Configuration index 3 120 ms
Configuration index 4 90 ms
Configuration index 5 60 ms

Case 2 Background traffic Number of terminals 1–5
(Situation index 2) Configuration index 1 1

Configuration index 2 2
Configuration index 3 3
Configuration index 4 4
Configuration index 5 5
Transmission interval 180 ms

(a) Case 1 (b) Case 2

Fig. 2: Regression function of scan response delay vs. COR

of background traffic [10].

a fixed transmission interval of 180 ms, and the number of

terminals is changed from one to five.

A. Relationship between scan response delay and COR of
background traffic

In order to determine the regression order of the regression

function, we draw regression curves for different regression

orders from 5 points of the average scan response delay and the

average COR of the background traffic with different networks

situations, i.e. the values of the transmission interval in Case 1

or the number of terminals in Case 2.

Figure 2 shows the regression functions derived for different

regression order n. When both the network situation and traffic

configuration are same, the COR of the background traffic is

also same regardless of the scan rate. The mean of the scan

response delay of the higher scan rate (9 pps) is higher than
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Fig. 3: Fitting accuracy of each regression order [10].

(a) Case 1 (b) Case 2

Fig. 4: Regression function of COR of background traffic vs.

retransmission rate of background traffic [10].

that of the lower scan rate (3 pps). We can also find that the

shapes of curves are different between two network situations.

Figure 3 shows the fitting accuracy of the regression func-

tion for different regression orders and network situations. The

fitting accuracy is calculated as the absolute error between the

fitting data and the actual simulation result. Since regression

order 3 shows the best performance, we use it for the subse-

quent evaluation.

B. Relationship in background traffic between COR and re-
transmission rate

Figure 4 shows the regression functions for the COR of the

background traffic and the retransmission rate of the back-

ground traffic. We draw a regression curve from 5 (average
COR of background traffic, average retransmission
rate of background traffic) points in the same way as in

Section III-A for each network situation. Since the shapes of

curves are different between two network situations, we use

these regression functions for the estimation of the situation

of the target network.

C. Distribution of scan response delay

This section summarizes the previous research [9] for esti-

mating the network situation in the target network confirmed

the relationship between the scan response delay and its

variance through empirical analysis of the distribution of the

scan response delay.

Fig. 5: Variance of scan response delay [9].

(a) Case 1 (b) Case 2

Fig. 6: Regression function of scan response delay vs. its

variance [9].

Figure 5 shows the variance of the scan response delay

versus the situation of the target network at scan rates of 3 pps

and 9 pps. The variance of the scan response delay becomes

larger as the amount of the background traffic or the scan

rate increases. Therefore, the relationship between the scan

response delay and its variance can also be derived with a

regression function.

Figure 6 shows the regression functions for the mean of scan

response and its variance. We draw a regression curve from 5

(average scan response delay, variance of scan response
delay) points for each network situation in the same way

as in Section III-A. Since the shapes of curves are different

between two network situations, the network situation can be

distinguished by the relationship between the mean of scan

response and its variance. Therefore, in order to estimate the

situation of the target network, we use the regression functions

for the mean of scan response and its variance.

IV. ESTIMATION OF RETRANSMISSION RATE OF

BACKGROUND TRAFFIC

Based on the empirical analysis described in Section III,

we propose a method for estimating the retransmission rate

of the background traffic at the target scan rate from a scan

response delay obtained at a different scan rate. Figure 7

shows the block diagram of the proposed method that employs

three kinds of estimators . The first estimator ES estimates
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Fig. 7: Block diagram of proposed method.

the situation î of the target network; hereafter, we call this

estimator as network situation estimator. The second estimator

EC estimates the COR of the background traffic in the target

network; hereafter, we call this estimator as COR estimator.

The third estimator ER estimates the retransmission rate of the

background traffic in the target network; hereafter, we call this

estimator as retransmission rate estimator. Each estimator of

is trained for each cases i.e. Case 1 or Case 2 mentioned

in previous section. Therefore, the function E of the proposed

estimation and its output ρ̂ are described as following equation.

ρ̂ = E(δ̄, σ2, α, β) = ER
î,β

(EC
î,α

(δ̄)) (2)

î = ES(δ̄, σ2, α) (3)

where δ̄ is the mean of the scan response delay observed at

the scanner, σ2 is the variance of the scan response delay, α
is the scan rate when the scan response delay is observed, β
is the target scan rate for estimating retransmission rate of the

background traffic, and ρ̂ is the estimated retransmission rate

of the background traffic at β.

In network situation estimator ES , the network situation

index î is estimated by finding the situation that gives the

minimum distance of the variance of the scan response delay

between the observed and estimated values. The observed

variance is calculated from the scan response delay observed

at the scanner. For each situation of the target network, the

estimated variance is calculated from the mean of the scan

response delay by using the regression functions for the mean

of the scan response delay and its variance.

The index î of the situation of the target network is

estimated from the following equation.

î = ES(δ̄, σ2, α) = arg min
i

|σ2 − Vi,α(δ̄)| (4)

where Vi,α is the regression function for the mean of the scan

response delay and its variance shown in Fig. 6.

COR estimator EC estimates the COR ε̂ of the background

traffic from the mean δ̄ of the scan response delay by using the

regression function for the mean of the scan response delay

and the COR of the background traffic, for the situation index

i and the scan rate α.

The COR ε̂ of the background traffic is estimated from the

following equation.

ε̂ = EC
î,α

(δ̄) =
3∑

l=0

aC
l,̂i,α

· δ̄l (5)

where aC
l,̂i,α

is the coefficient for the l-th regression order that

minimizes the squared error for the estimated situation index

î
Retransmission rate estimator ER estimates the retransmis-

sion rate ρ̂ from the COR ε̂ of the background traffic by using

the regression function for the COR and the retransmission

rate of the background traffic, for the situation index i and the

scan rate β.

The retransmission rate ρ̂ is estimated from the following

equation.

ρ̂ = ER
î,β

(ε̂) =
3∑

l=0

aR
l,̂i,β

· ε̂l (6)

where aR
l,̂i,β

is the coefficient for the l-th regression order that

minimizes the squared error for the estimated situation index

î.

V. CONTROL OF SCAN RATE BASED ON ESTIMATED

RETRANSMISSION RATE OF BACKGROUND TRAFFIC

We propose a method for controlling the scan rate based on

the estimated retransmission rate of the background traffic by

using the proposed estimation method described in Section IV.

Figure 8 and Table II show a processing image and notations of

the proposed method, respectively. First, the proposed method

requires following information; the observed scan response

delay ( ), the scan rate (α ∈ ) for observing the scan

response delay, the candidate scan rates for estimation target

( ), and the retransmission rate threshold (θ). Second, the

estimated retransmission rate (ρ̂k) of the background traffic

for each candidate scan rate (Bk ∈ ) is estimated by using

the proposed estimators ( ) which are trained with cases (the

set of the indexes is defined by ). Finally, the highest scan

rate (α′ ∈ ) that satisfied the condition ρ̂k ≤ θ is calcurated.

TABLE II

Notations.

i Case index of network situation.
j Configuration index of network situation.
θ Retransmission rate threshold.

Trained cases for proposed estimators.
Proposed estimators trained with .
Candidate scan rates for estimation target.

k Scan rate index of .
α (∈ ) Scan rate when observed scan response delay.
α′ (∈ ) Scan rate controlled by proposed method.

Samples of scan response delay when using α.
ρk Retransmission rate at Bk .
·̂ A value estimated by using proposed method.

Figure 9 shows the scanning flow of the proposed method.

First, the scanner is initialized by setting θ, α, , and . After

that, the scanner makes a scan using α in phase 2n of the n-th

trial. Here, n is a natural number. During phase 2n, the scan
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Fig. 9: Scanning flow of proposed method.

response delay are observed at the scanner. At the end of

phase 2n, the scanner determines α′ by using the proposed

algorithm shown in Fig. 10. Finally, the scanner makes a scan

using α′ during phase (2n+1). In this paper, we assume that

the situation of the target network is stable from phase 2n to

phase (2n+1). Moreover, we assume that the scanner can get

one or more samples of the scan response delay in each phase.

Figure 10 shows the proposed algorithm for controlling the

scan rate based on the estimated retransmission rate of the

background traffic. First, the average δ̄ and the variance σ2 of

the scan response delay are calculated from the observed scan

response delay . After that, the retransmission rate ρ̂k of the

background traffic for each candidate scan rates is estimated

by using the proposed estimators in Fig. 7. While estimating

the retransmission rate of the background traffic, β is added

into the set of the candidate scan rates ′ when satisfied

the condition ρ̂k ≤ θ. Finally, the controlled scan rate α′ is

calculated by getting the maximum scan rate in ′ if ′ is

not empty. Otherwise, the minimum scan rate in is set to

α′.

VI. PERFORMANCE EVALUATION OF PROPOSED METHOD

In this section, we evaluate the proposed method by the

following steps. First, we evaluate the estimation accuracy

of the retransmission rate of the proposed estimators. Next,

we evaluate the performance of the scan rate control of

the proposed algorithm. Finally, through analysis of these

evaluation results, we confirm that proposed method can scan

faster and improve the retransmission rate of the background

traffic compared with a fixed scan rate.

A. Estimation accuracy of the retransmission rate

We evaluate the estimation accuracy of the retransmission

rate of the proposed method. We calculate the estimation error

γ between an actual value γA and the estimated one γE by

the following equation.

γ = |γE − γA|. (7)

Figure 11 shows the true positive rate (TPR) of the situation

estimation as the performance of network situation estimator,

which had evaluated in previous research [9]. The TPR of

Case 1 is 55% on average, and the TPR of Case 2 is 67%

on average. Therefore, network situation estimator sometimes

selects the wrong situation.

Figure 12 shows the average estimation error of the COR

of the background traffic for different training cases. When
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estimating the retransmission rate in Case 1, the estimator

trained both for Cases 1 and 2 can decrease the estimation error

by 0.003 from that of the estimator trained only for Case 2

(i.e., the mismatched training case). On the other hand, when

estimating the retransmission rate in Case 2, the estimator

trained for both Cases 1 and 2 can decrease the estimation error

by 0.015 from that of the estimator trained only for Case 1 (i.e.,

the mismatched training case).

Figure 13 shows the average estimation error of the retrans-

mission rate of the background traffic for different training

cases. When estimating the retransmission rate in Case 1, the

estimator trained both for Cases 1 and 2 can decrease the

estimation error by 0.004 from that of the estimator trained

only for Case 2 (i.e., the mismatched training case). On the

other hand, when estimating the retransmission rate in Case 2,

the estimator trained for both Cases 1 and 2 can decrease the

estimation error by 0.009 from that of the estimator trained

only for Case 1 (i.e., the mismatched training case).

From Figs. 12 and 13, we can find that COR estimator

and retransmission rate estimator trained both for Cases 1

and 2 can improve the estimation accuracy compared with

the mismatched training case. On the other hand, compared

with the estimator trained for the actual situation of the target

network (i.e., the matched training case), the estimator trained

(a) Case 1

(b) Case 2

Fig. 11: True positive rate of situation estimation of target

network [9].

for both Cases 1 and 2 degrades the estimation accuracy

because of the imperfect estimation of the situation at network

situation estimator. However, the estimation error of the COR

and that of the retransmission rate are not significant compared

with the matched training case. Therefore, training for both

cases can be a fail-safe approach.

Figure 14 shows the average estimation error of the retrans-

mission rate of the background traffic for each the current

scan rate α and the candidate scan rate β when the estimators

are trained for both Cases 1 and 2. This result shows that the

average error is lower than 0.058 regardless of the scan rates

α and β.

B. Performance of controlling scan rate

We evaluate the performance of the scan rate control. Ta-

ble III shows the parameter set for the performance evaluation.

In this simulation, the proposed method scans according to the

scanning flow explained in the previous section V. Here, the

candidate scan rates are set 1–10 pps. We also evaluate the

performance when a fixed scan rate is used as in existing scan

applications for comparison. In the case, a fixed scan rate α
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for different estimators [10].
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Fig. 13: Average estimation error of retransmission rate of

background traffic for different estimators [10].

is used from phase 2n to phase (2n+1) of the scanning flow.

During scanning, we assume that the situation of the target

network is stable in each phase. In addition, the samples of

the scan response delay observed at the scanner is not empty.

We ran simulation with 10,000 different seeds.

Figure 15 shows the average retransmission rate of the

background traffic for all situations when = {1, 2}. This

TABLE III

Parameter set for performance evaluation.

Parameter Value
Case index of network situation (i) [1-2]

Configuration index of network situation (j) [1-5]
Trained case [1, 2, {1, 2}]

for proposed estimators ( )
Retransmission rate threshold (θ) [0.05, 0.1, 0.15]

Scan rate when observed [1-10]
scan response delay (α)

Number of observed [1-100]
scan response delay (N )

Fig. 14: Average estimation error of retransmission rate of

background traffic for different scan rates (α, β) [10].

Fig. 15: Average retransmission rate of background traffic for

all situations when = {1, 2}.

result shows that proposed method can converge the average

retransmission rate of the background traffic with the increase

of the number of the observed scan response delay (N ).

When θ = 0.1 and 0.15, the average retransmission rate of

the background traffic can achieve less than θ if at most 10

samples of the observed scan response delay are obtained.

However, when θ = 0.05, the average retransmission rate of

the background traffic dose not achieve θ regardless of N . This

result implies that there is the lower bound of the achievable

retransmission rate because the accidental retransmission of

the background traffic can occur as long as scanning.

Figure 16 shows the average retransmission rate of the

background traffic for defferent situation (i, j) of the target

network when θ = 0.1 and = {1, 2}. When i = 1 (case 1),

θ is satisfied regardless of j with the increase of N . On the
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(a) Case 1 (i = 1)

(b) Case 2 (i = 2)

Fig. 16: Average retransmission rate of background traffic for

different situation of target network when θ = 0.1 and =
{1, 2}.

other hand, when i = 2 (case 2), θ is not satisfied in most

case of j even if the N increases. Here, the higher value of

j represents the higher congesting level. And also, each j of

case 2 is congested compared with the same j of case 1 .

Therefore, these results imply that the lower bound of the

achievable retransmission rate of case 2 is higher than that

of case 1 because the collision of the background traffic is

easily occurred in case 2 in which there are more terminals

than case 1.

Figures 17 and 18 show the average retransmission rate

of the background traffic and controlled scan rate α′ for

different current scan rates α when θ = 0.1, N = 10, and

= {1, 2}. Here, each error bar in each graph shows the

range of the average value for all situations of the target

network. This result shows that the proposed method can

keep the retransmission rate of the background traffic below

 

Fig. 17: Average retransmission rate of background traffic for

different current scan rates (α) when θ = 0.1, N = 10, and

= {1, 2}.

Fig. 18: Average scan rate (β) for different current scan rates

(α) when θ = 0.1, N = 10, and = {1, 2}.

θ regardless of the current scan rate α. As seen in the result

of a fixed scan rate, α = 3 pps is the highest scan rate which

satisfies θ on average. Compared with this result, the proposed

method can decrease the upper range of the retransmission rate

of the background traffic by 0.015. Moreover, the proposed

method increases the scan rate by 0.18 pps compared with the

highest scan rate of the fixed scan rate. Therefore, the proposed

method can scan faster and improve the retransmission rate of

the background traffic compared with the fixed scan rate.

Figures 19 and 20 show the average of the retransmission

rate of the background traffic and the average of the controlled

scan rate α′ for all situations of the target network. The

proposed estimators are trained for different cases , respec-

tively. Figure 19 shows that the estimator trained for case 2

only and cases 1 and 2 can keep the average retransmission
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Fig. 19: Average retransmission rate of background traffic for

different training cases ( ) when θ = 0.1 and N = 10.

Fig. 20: Average scan rate (α′) for different training cases ( )

when θ = 0.1 and N = 10.

rate of the background traffic below θ. Moreover, Fig. 20

shows the estimator trained for cases 1 and 2 can scan faster

by 0.58 pps compared with the estimator trained for case 2

only on average. Therefore, the proposed estimator trained for

multiple cases can more effectively control the scan rate than

the estimator trained for a single case.

VII. CONCLUSION

This paper proposed a method for controlling the scan rate

based on the retransmission rate of the background traffic from

a scan response delay obtained at a scan rate.

First, through computer simulations considering a Wi-SUN

sensor network with two different network situations and

multiple scan rates, we derived a regression function using

the least-squares method for the mean of the scan response

delay and the COR of the background traffic, and that for the

COR of the background traffic and the retransmission rate of

the background traffic.

Then, we proposed the method for estimating the retrans-

mission rate of the background traffic for various scan rates

different from the current scan rate and the scan response

delay. First, network situation estimator estimates the situation

of the target network from observed value and estimated value

regarding the variance of scan response delay. Second, COR

estimator estimates the COR of the background traffic from

the mean of scan response delay, the estimated situation of the

target network, and the scan rate which is used for observing

the scan response delay. Third, retransmission rate estimator

estimates the retransmission rate of the background traffic from

the COR of the background traffic at the estimated situation

of the target network, and a scan rate of estimation target.

After that, we proposed the method for controlling the

scan rate based on the estimated retransmission rate of the

background traffic. First, the scanner is initialized by setting

retransmission rate threshold, scan rate for observing the scan

response delay, the proposed estimators trained for one or more

cases of the situation of the target network, and candidate scan

rates. Second, the scanner scans by using the current scan

rate and observes the scan response delays during scanning.

Finally, the scanner selects the highest scan rate that can keep

the estimated retransmission rate of the background traffic

below the retransmission threshold.

We evaluated the estimation accuracy of the retransmission

rate of the background traffic by using the proposed estimation

method. We confirmed that the proposed estimation method

can estimate the retransmission rate of the background traffic

with the average error lower than 0.058 regardless of the

situation of the target network and the scan rate. Moreover,

we evaluated the performance of scan rate control by using

the proposed method. We confirmed that the proposed method

can scan faster by 0.18 pps and decrease the retransmission

rate of the background traffic by 0.015 compared with the case

using a fixed scan rate.
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Abstract The recent development of new and variant 
malicious codes, and the increase in cyberattacks in the form of 
intelligent Advanced Persistent Threat (APT), has led to rapidly 
increasing levels of damage. In particular, in the case of 
ransomware, the damage per attack is large, because 
ransomware uses a network propagation method, by which
each attack can infect multiple victims. As ransomware as a 
service (RaaS) has increased recently, even people without the 
capacity to develop malicious code have become able to attack 
via ransomware. In this study, we built and experimented with 
a framework that detects ransomware in network and system 
environments using open-source tools. This study showed 
through analysis and experiments that open-source tools can 
quickly identify and respond immediately to APT attacks.

Keywords Open-source, Endpoint Detection and Response 
(EDR), Google Rapid Response, Open-source HIDS SECurity 
(OSSEC), osquery, Ransomware Detection

I. INTRODUCTION
Due to the prolonged COVID-19 pandemic, remote work 

has become commonplace, and the number of industries 
using the Internet of Things (IoT) has increased, expanding 
the attackable area. Among the potential modes of attack,
ransomware is widely used in crimes, because it can attack 
multiple people simultaneously through networks.
Ransomware a portmanteau of Ransom and 
Software penetrates the system to be attacked, encrypts 
data, and then demands money from the victims in return for 
decryption. Attack types include penetrating the system to 
encrypt data, stealing confidential information, and blocking 
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critical systems [1]. Starting with the infection of > 230,000 
computers across 150 countries through encryption by
"WannaCry" in 2017, ransomware has increased its attack 
success rate by utilizing new and modified malware and 
obfuscation techniques. Even attackers who cannot develop 
their own malware have recently used ransomware as their 
main means of attack, by licensing malware from hackers and 
sharing the profits obtained [2, 3]. According to Statista, the 
number of ransomware outbreaks worldwide in 2020 was
around 340 million, up 61.8% from 2019 [4]. According to 
the Cyber Attack Trends 2021 Mid-year Report released by 
Checkpoint, the number of ransomware attacks in the first 
half of 2021 increased by about 93% over six months, and
ransomware damage is rising rapidly [5]. Therefore, research 
into systems which can respond efficiently to cyberattacks is 
needed to respond to and minimize the damage caused by
ransomware. The use of digital forensics technology is 
important to quickly detect and efficiently respond to 
intelligent and advanced cyberattacks. Among the digital 
forensic technologies, research into Endpoint Detection and 
Response (EDR), an approach which involves the analysis of
a client's system event log to identify attacker intentions and 
respond immediately to attacks is underway [6]. An EDR tool 
connects a server to a client, allowing them to rapidly obtain 
client information from the server, and then analyze and
respond to this information. This study used open-source 
EDR tools to analyze in real-time whether a client connected 
to an EDR server was infected with ransomware, and to 
check whether an attack could be detected based on this
information. The experiments used File Finder [7], one of the 
flows of Google Rapid Response (GRR), an open-source 
EDR tool, Query's file-related query statement [8], and 
Open-source HIDS Security (OSSEC)'s integrity monitoring 
function [9] to analyze whether clients were infected with 
RAASNet [10], an open-source ransomware.

The contributions of this study are as follows. 
We propose a framework for detecting attacks using 
open-source tools in network and system environments. 
We confirmed that the proposed ransomware
countermeasure method was feasible in a real system 
environment, by examining the characteristics of each 
open-source tool, selecting the core function, and 
experimenting.

The rest of this paper is structured as follows: Section II
introduces related research. Section III describes our 
experiments with ransomware detection in three open-source 
tools, and analyzes the results. Section IV describes a
ransomware detection methodology for each open-source 
tool, and Section V provides the conclusions.

Ransomware Detection
Using Open-source Tools

Sun-Jin Lee, Hye-Yeon Shim, Yu-Rim Lee, Tae-Rim Park, Il-Gu Lee
Department of Future Convergence Technology Engineering, Sungshin University, South Korea
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II. RELATED WORK

As the number of APT attacks such as ransomware 
increase exponentially, technologies to prevent and defend 
against such attacks are being actively studied.

A.Cyber Attack Detection
One study detected attacks using the characteristics of 

ransomware communication by analyzing the HTTP message 
sequence and content size of ransomware products [11]. In 
that paper, network communication results such as HTTP 
traffic attributes were observed using the representative 
ransomware families and , and a 
detection approach based on Proof of Concept Software 
Defined Network (SDN) was used. The system achieved a 
97% detection rate, showing the feasibility of the approach. 
However, this approach had a limitation, in that the HTTP 
response size of the command and control server, which is 
mainly used for attacks, was not considered. This study
differed from ours, in that it detected attacks based on 
network attribute information. 

There have also been studies into systems that defend 
against attacks by analyzing the characteristics of the 
ransomware. Representative studies include the detection of 
Android malware by benchmarking the detection engines of 
Dr-Droid and Virustotal, open-source malware detection 
tools [12]. In this study, for malware based on adware, 
ransomware, scareware, and Short Message Service (SMS), 
Dr-Droid detected attacks with an accuracy of 79.06% and 
Virustotal's detection engine detected attacks with an 
accuracy of 98.7%. The work reported in this paper was 
similar to this study in that ransomware was detected, but it 
did not cover artifact information such as files or the time 
infected with each ransomware.

In some studies, attacks were detected by identifying 
suspicious behavior in event logs. A representative study 
related to a score-based anomaly detection technique at 
endpoints using the Local Outlier Factor (LOF) and 
Autoencoder [13]. This study used unsupervised learning to 
detect abnormal behavior as suspicious attacks after learning 
normal behavior. Suspicious behavior was identified by
applying the allowed list operation policy, which resulted in 
107 previously undetected suspected processes in LOF, 44 in 
AutoEncoder-based system behavior, and 24 in network 
behavior. However, it is difficult to filter all files using this 

sed operational policy, and there was a 
limitation in that some false detection occurred because 
unsupervised learning was used.

B. Attack Detection Using Open-source EDR Tools
Recently, studies have used open-source EDR tools to 

detect malicious code. A representative study detected
exploits using GRR [14]. In this paper, we studied a 
monitoring system which aimed to track attack threats, and 
demonstrated that two types of exposures could be detected. 
In controlled experiments, attacks due to vulnerabilities in 
FTP servers and Adobe Reader could be detected using GRR,
and abnormal behavior of memory and networks was 
detected using Hunts among the GRR functions. This work 
demonstrated that cyberattacks are detectable by GRR tools,
but there was a limitation, in that it could not determine how 
to detect cyberattacks using EDR tools other than GRR. 

Another study was tested using osquery, flet, and elastic
stack solutions, to demonstrate the effectiveness of 

open-source EDR systems in real-world environments [15]. 
In this study, various types of trojan attacks such as 

: and / were detected 
using open-source EDR, demonstrating their applicability in 
real-world environments. However, there was a limitation, in 
that it was not possible to confirm whether this approach was 
effective in all environments, because experiments were not 
conducted with attacks other than trojan horses.

A previous study evaluated the detectability of attacks 
using several types of open-source EDR tools [16]. In this
study, we analyzed the EDR tools osquery, GRR, and 
Mozilla InvestiGator (MIG), which can detect attacks using 
real-time forensic functions. The three real-time forensic 
tools can collect information by processing vast amounts of 
data in real-time over a network, without turning off the 
power to a computer suspected of damage. In this study, three 
tools were evaluated for process creation, persistence, and 
network connection. It was possible to monitor the internal 
operations of the operating system using osquery, find 
attacked files using GRR and MIG, and detect attacks by 
searching for strings expected to be malware samples in the 
actual file content. The authors confirmed that MIG is useful,
in that it can handle embedded systems, but was not sufficient 
to check the Windows registry. The use of osquery 
demonstrated that a system can be automatically monitored 
based on a variety of attributes and artifacts, along with the 
real-time investigation capabilities provided by GRR and 
MIG. By evaluating the possibility of detecting attacks at the 
level of process generation, persistence, and network 
connection among open-source EDR tools, this study 
attempted to demonstrate the value of the use of EDR tools 
for ransomware detection in network and system 
environments.

III. Open-source-based Ransomware Detection 

A. Ransomware Detection Frameworks
In this study we used open-source EDR tools to detect 

when a device was infected by RAASNet, an open-source 
ransomware. At this time, the payload of ransomware 
generated by RAASNet is an "override and name" method.
This is an attack that copies an existing file, changes the file 
extension to the .DEMON format, and then removes the 
existing file to prevent viewing or modifying the encrypted 
file. The following is a ransomware detection method for 
each of the representative open-source tools, GRR, osquery,
and OSSEC.

1) Google Rapid Response
GRR is a framework for responding to infringement 

accidents, focusing on remote live forensics developed by 
Google. 

A GRR server communicates with pre-registered clients 
using messages. A client communicates with a server using 
the HTTP protocol, and sends a batch of responses via 
periodic HTTP POST requests. The client generates a 
message queue based on the client's name, and then processes 
the responses in the queue. The client may only receive a 
request corresponding to its own queue, but may transmit a 
response to all worker queues. Communication between the 
server and client is encrypted using an RSA public key,
signed using the sender's private key [17].

Table I summarizes the core functions provided by GRR.
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TABLE
KEY FEATURES OF GRR

Feature Description

Cross-platform Support for cross-platform Linux, OS X and 
Windows

Memory Analysis Real-time remote memory analysis using 
YARA library

Can schedule action 
queries Recurring tasks can be scheduled

Registry search function Search and download capabilities for files 
and Windows registry

Large-scale host 
monitoring

Large-scale monitoring using the Hunt 
function

GRR can run on Linux, OS X (macOS), and Windows 
environments and enables real-time remote memory analysis
using YARA, a tool designed to help malware researchers 
identify and classify malware samples. It is possible to 
automate the process using the reservation function for 
repeatedly performed Flow or Hunt. The user can also search 
for or download files and the Windows registry. Hundreds of 
digital forensic artifacts can be collected, and OS-level and 
native file systems are accessible using SleuthKit (TSK) [18].

In this study, queries about before and after the infection of 
the victim device systems were performed using File Finder, 
which can obtain information about files in specific memory 
spaces during the flow of the GRR server. Using this
approach, changes in the file system were checked before and 
after their infection with ransomware.

2) osquery
osquery is a SQL-based operating system instrumentation, 

monitoring, and analysis framework developed by Facebook.
It has a built-in SQL language and hundreds of tables, so it is 
effective at responding to incidents. There are two types of 
osquery: osqueryi and osqueryd. osqueryi is an interactive 
query console/shell that allows users to explore the state of 
the operating system through the shell without the need to 
communicate with a daemon or run as administrator. 
osqueryd is a host monitoring daemon that can schedule 
queries and record state changes in an operating system. The 
daemon aggregates query results over time and analyzes 
changes in the query's state. The OS event API can be used to 
log file or directory changes and hardware and network 
events [19].

Table II summarizes the core functions provided by 
osquery.

TABLE
KEY FEATURES OF OSQUERY

Feature Description

Cross
platform Can be built and used on a variety of OSs

Interactive 
Query 

Console

An interactive query console, osqueryi, provides a 
SQL interface for testing new queries and navigating 

the operating system.

Can schedule 
action queries

A high-performance host monitoring daemon
osqueryd allows users to schedule queries that run 

across their infrastructure

Large-scale 
host 

monitoring

osqueryd's logging is tech stack-agnostic thanks to its 
powerful plugin architecture.

It can be integrated into the existing internal log 
aggregation pipeline.

osquery can run in the Windows, OS X, Linux, and 
FreeBSD environments, and manages the operating system 
as an interactive query console and relational database.
Large-scale environmental monitoring is possible using 
various plug-in functions.

In this study, all files in the victim's infected memory 
space were queried using the file query statement of osqueryi. 
As with GRR, queries were performed before and after 
ransomware infection to investigate changes in the file 
system before and after infection.

3) Open-source HIDS SECurity (OSSEC)
OSSEC is an open-source host-based intrusion detection 

system that allows administrators to monitor information on 
agents, syslogs, databases, and agentless devices. OSSEC's 
agent uses UDP communication, collects information, and 
forwards information to administrators for analysis. At this 
time, some information is collected in real time and some is 
collected periodically [20]. In the absence of an agent, it is 
possible to monitor firewalls, routers, and Unix systems for 
agentless devices.

Table III summarizes the core functions provided by 
OSSEC.

TABLE
KEY FEATURES OF OSSEC

Feature Description

Cross 
platform Can be built and used on a variety of OSes

File 
Integrity 
Check

Detect system changes in real-time to files and Windows 
registry settings, maintain and manage forensic copies of 

data

Log 
monitoring Monitoring and analysis of multiple log data in real time

Rootkit 
detection

Process and file-level analysis to detect malicious 
applications and rootkits

Active 
response

Real-time response to attacks and changes to systems 
through firewall policies, integration with third parties 

such as Content Delivery Networks (CDNs) and support 
portals, and multiple mechanisms

OSSEC provides comprehensive host-based intrusion 
across multiple platforms, including Linux, Solaris, 
Advanced Interactive eXecutive (AIX), Hewlett Packard 
Unix (HP-UX), Berkeley Software Distribution (BSD), 
Windows, Mac, and VMware Elastic Sky X (ESX). OSSEC 
enables real-time change history management of files and 
Windows registry settings, and specializes in analyzing logs 
in real time. Various policies can be used to respond to 
attacks or changes, and users can set alert rules according to 
their security requirements, enabling the performance of 
customized actions when an alert occurs.
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In these experiments, changes to the ransomware-infected 
files were detected using the integrity check, which is a
function of OSSEC; it sets the space to be checked for 
integrity in an OSSEC configuration, and detects encryption 
and file extension changes that exist in the memory space.

B.Experimental Environment
The environment was configured by dividing the server 

and the client to be attacked. An open-source EDR (GRR, 
osquery, and OSSEC) system was built on the server, and 
each client version of the open-source EDR was installed on 
the client before the files were attacked.

Table IV summarizes the components and versions of the 
environment used in the experiment.

TABLE
COMPONENTS AND VERSIONS USED TO BUILD

THE EXPERIMENTAL ENVIRONMENT
Component Version

CPU 10700K @ 3.80 GHz
RAM 32.0 GB

Server, 
Client (agent) 

OS
Ubuntu 18.04.4 LTS

RAASNet https://github.com/leonv024/RAASNet
GRR 3.4.0-1

osquery 3.1.0
OSSEC 4.3.0

The CPU was Intel's i7 10th generation, and Ubuntu 18.04.4 
LTS version was used for the OS in each server and client. 
The software used was GRR 3.4.0-1, osquery 3.1.0, and 
OSSEC version 4.3.0.

C.Experimental Process
1) Google Rapid Response

For the experiments, each victim was registered in the GRR 
Server in advance so that it could be managed as a single 
agent. Figure 1 shows the attack detection process using 
GRR.

Fig. 1. Configuration of the Google Rapid Response (GRR) experiment 
environment.

Typical tasks provided by GRR include Flow and Hunt. 
Flow is a logical collection unit that achieves a given goal in 
the server and client, and Hunt is a Flow experimental
mechanism optimized for a large number of systems. Hunt is 
used to search for and monitor specific data in a large-scale 
system, and Flow is used for general experiments. In this 
experiment, attacks were detected using File Finder during 
Flow. The attacker attacked a specific folder in the file 
system of the victim PC registered as a GRR client, and the 

GRR Server sent a query to the infected system to compare 
the query results before and after the attack.

2) osquery
The experiments were carried out by installing osquery on 

a victim system. Figure 2 shows the attack detection process 
using osquery.

Fig. 2. Configuration of the osquery experiment environment.

In osquery, SQL queries can be written to check and 
compare data from the operating system. Using a SQL table, 
it is possible to detect running processes, changes in the hash 
value of a file, changes in network connections, and other 
information. osqueryi, an interactive query console, enables 
incident response, system operation problem diagnosis, and 
the identification of the causes of performance problems.

In the experiments, we queried osqueryi for file properties 
in the victim's target folder, and compared the SQL table 
values before and after infection with RAASNet. We used
Select * from file WHERE path like 

"/home/osquery1/target/%" , compared the results using a 
query, and analyzed the results to check whether the files 
were infected with ransomware.

3) Open-source HIDS SECurity (OSSSEC)
For the experiments, the victim was registered as an agent 

in the OSSEC server and system changes were monitored 
based on the registered ID. Figure 3 shows the attack 
detection process using OSSEC.

Fig. 3. Configuration of the Open-source HIDS SECurity (OSSEC) 
experiment environment.

OSSEC allows users to customize alert rules to meet their 
security requirements by modifying configuration options. In 
this experiment, OSSEC's integrity check function was used 
to detect RAASNet ransomware. The rules for the integrity 
check were set in the OSSEC configuration, and the 
monitoring results were checked and compared before and 
after the attack to determine the ransomware infection status.
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D. Experimental Results
To confirm the detection of ransomware, detection was 

carried out separately before and after RAASNet was 
executed. For the experiments, 10 MS Office Presentation 
files, 10 MS Office Word files, and 10 MS Office Excel files 
were created in a target folder.

1) Google Rapid Response
Figures 4 and 5 show the flow results for one file in the 

target folder before and after executing RAASNet using GRR 
File Finder. Checking the experimental result revealed that 
the atime, mtime, and ctime of the target files in target_folder 
had changed.

Atime is an abbreviation of last access time, meaning the 
previous time the file was accessed. The atime value changes 
when a file is opened or read by a command such as cat or vi.
mtime is an abbreviation of last modification time, which 
means the last time the file was modified. The mtime value is 
updated when the file contents are added or the file size 
changes. Ctime is an abbreviation of inode change time, and 
indicates the last change time of a file. When changing the 
permission of a file using chmod or changing the owner of a 
file via chown, the ctime also changes while the permission 
information is updated in the inode, and ctime is affected 
when creating or deleting hard links. Unlike atime and mtime, 
ctime has the characteristic that it cannot be changed with the 
touch command. When changing data contents, both mtime 
and ctime are changed.

When the victim's file was encrypted using RAASNet, 
atime, mtime, and ctime all changed.

Fig. 4. Results of Google Rapid Response File Finder Flow
before running RAASNet.

Fig. 5. Results of Google Rapid Response File Finder Flow
after running RAASNet.

2) osquery
Figures 6 and 7 show the query results before and after 

executing RAASNet using osqueryi, and an analysis of 
whether the files in the target folder are infected. After 
executing RAASNet, we used select * from the file with a 

When the query was 
executed, it was confirmed that the name and file size of the 
ppt1.pptx file, one of the target files, and the atime, mtime, 
and ctime properties of the file, were changed. As the 
ransomware RAASNet was executed by targeting the 
victim's folder, the files in the osquery1 directory were 
encrypted and detailed properties of the file system changed.

Fig. 6. Results of osqueryi before RAASNet execution.

Fig. 7. Results of osqueryi after RAASNet execution.

3) Open-source HIDS SECurity (OSSEC)
OSSEC provides real-time monitoring capabilities. In these

experiments, modifying the ossec.conf file changed the 
detection time in real time, and the detection range was 
changed to the target folder range. Using a dump of the 
database and integrity checking on the administrator screen, 
the status of files in the target folder could be checked, as 
shown in Figure 8. After RAASNet was infected and the 
monitoring results were observed through database dumping, 
it was confirmed that a file was created, as shown in Figure 9,
and that the file name and file hash value were changed.

Fig. 8. Hash values of the files in the target_folder directory before checking 
RAASNet execution using Open-source HIDS SECurity (OSSEC)
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Fig. 9. Hash values of the files in target_folder directory after checking 
RAASNet execution using Open-source HIDS SECurity (OSSEC).

IV. ANALYSIS OF EXPERIMENTAL RESULTS

In this study, we confirmed the ability of open-source EDR 
to detect when the target PC was infected with ransomware. 
For GRR, Flow's File Finder was used. Attacks could be 
detected by the changes to the target file name and the 
atime, mtime, and ctime properties. In the case of osquery, 
the file system of the target PC could be checked using the 
query statement provided by itself, and at tacks could be 
detected by changes to the target file name and the atime, 
mtime, and ctime file properties. In the case of OSSEC, the 
integrity check function was used among the constant 
monitoring functions provided, and attacks could be detected 
by changing the file name and hash value. Table shows the 
functions, methods, and results of ransomware attack 
detection by the open-source tools used in this study.

By utilizing the key features of each open-source EDR tool, 
it was possible to quickly detect various cyberattacks, 
including ransomware. As shown in Table , GRR can check 
condition changes such as the name of the attack target file
and the atime, mtime, and ctime properties using the file 
finder among the filesystems in the flow it provides. In the 

case of osquery, it was possible to recognize changes in atime, 
mtime, and ctime in the file system by querying a database 
that is updated in real-time for information about the target 
file. OSSEC uses its own real-time integrity monitoring 
function to check changes in the attack target file by changing 
the hash value, such as md5 or sha1, of each attack target file.
All three open-source tools detect attacks by changing the 
environment of the ransomware-infected system, and when a 
file's hash value and file attribute values change suddenly, it
is judged as abnormal behavior and can prompt a real-time
response.

V. CONCLUSIONS

As cyberattacks increase and spread, it is essential to 
quickly detect and take action when attacks occur, to 
minimize damage to the system. Therefore, it is necessary to 
introduce tools and information collection systems that can 
detect attacks in real-time.

In this study we analyzed the unique characteristics and 
functions of each EDR tool. The target was
attacked using RAASNet, an open-source ransomware. The 
possibility of attack detection in open-source EDR was 
confirmed using GRR, osquery, and OSSEC.

The results of these experiments show that GRR detects 
attacks through a file finder that can check for file changes 
during flow, osquery detects attacks through a query 
statement that detects system changes, and OSSEC detects 
attacks through a constant monitoring system.

This paper demonstrates the potential of detecting attacks 
and warning users in the form of logs or alerts. In a follow-up
study, we plan to check the detection efficiency of each 
open-source EDR tool in a large-scale environment, and 
determine the scope of the response.

TABLE
ANALYSIS OF RANSOMWARE DETECTION METHODS USING OPEN-SOURCE TOOLS

Open-source software Detection 
Function

Detection 
Section

Detection 
Method

Detection
Result

GRR

File System Changes

File Finder Select * from file where 
Filename,

Atime, Mtime, Ctimeosquery SQL Query

OSSEC Integrity Check Database Dumping Hash(md5, sha1)
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�
Abstract² In a wireless sensor network, since sensor nodes 

are separated from the sensor network area due to 
environmental obstacles or are randomly placed in the area of 
interest, there are cases where there are no sensor nodes in some 
areas. In addition, a hole may occur in the sensor coverage area 
due to the sensor node running out of energy or physical 
destruction of the sensor node. A coverage hole in a sensor 
network may adversely affect the performance of a sensor 
network, such as reducing the reliability of data sensed by the 
sensor network and worsening the data transmission load due 
to a change in the sensor network topology or disconnection of 
the data link. The coverage hole can be recovered by 
discovering the coverage hole that has occurred and 
additionally placing new sensor nodes in the detected coverage 
hole. This can be solved by finding the coverage hole that has 
occurred, and recovering the coverage hole by additionally 
placing new sensor nodes in the detected coverage hole at 
appropriate locations. Existing studies on coverage hole 
recovery suggest a very complex method for discovering a 
coverage hole by identifying a coverage hole boundary node and 
recovering a coverage hole through the two-step process of 
finding a hole and recovering a coverage hole. This study does 
not separate the process of discovering and recovering a
coverage hole in a sensor network, but determines whether a 
sensor node is a hole boundary node or a hole interior node by 
checking the connection line structure of its one-hop neighbor 
node. The hole boundary nodes determine the location of the 
mobile node to be added by a simple calculation, and perform 
coverage hole recovery. The proposed method is expected to 
have better efficiency in terms of complexity and message 
transmission compared to previous methods. 

Keyword² Sensor network, Coverage hole, Boundary node, 
Connection line, Isosceles triangle 

I. INTRODUCTION 
sensor network is used to monitor and control the area in 
the military and civilian fields for various purposes by 

placing sensor nodes in a specific area. Sensor nodes are 
arbitrarily placed for special purposes, detect the 
environment and collect data, and the collected data is 
wirelessly transmitted to the sink node and then provided to 
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the user by the application application[1-6].  
When sensor nodes are arranged remotely or randomly in 

an area of interest, separation of the sensor network area 
occurs due to environmental obstacles or there are cases in 
which sensors do not exist in some areas. In addition, since 
sensor nodes are difficult to use by exchanging or recharging 
batteries, when the energy of some nodes is exhausted, it 
becomes impossible to collect environmental data in some 
network areas, which lowers the reliability of sensing data in 
that area. If the sensing data around the coverage hole has 
certain characteristics, it is possible to compensate to some 
extent the problem of reducing the reliability of sensor data in 
the corresponding area by estimating the value of the sensed 
data in the coverage hole with the sensing data around the 
coverage hole. However, the number and size of coverage 
holes in a sensor network gradually increases over time, 
which reduces transmission efficiency due to changes in 
network topology and disconnection of data links, and 
adversely affects the performance of the entire sensor 
network[7-18].  

The discovery and recovery of coverage holes is an 
important factor for efficient sensor networking, such as 
ensuring data reliability and minimal delay in sensor 
networks. The sensor network coverage hole may be detected 
by discovering boundary nodes constituting the coverage 
hole, and existing sensor nodes may move to the coverage 
hole, or a new mobile node may be additionally deployed to 
recover the coverage hole. Since a mobile sensor node 
requires a higher cost than a fixed sensor node, when a 
coverage hole is restored by adding a mobile node, it is 
required to achieve the maximum coverage effect with a 
minimum number of mobile nodes for cost-effective 
coverage recovery. That is, when determining the location of 
a mobile node to be newly added, it is required to select an 
optimal location that maximizes the sensing area of the entire 
sensor network and minimizes overlap of the sensing area. 
The level of coverage required by a particular application 
depends on its characteristics. For example, a military 
surveillance application requiring a high level of security 
may require a high level of coverage, while other types of 
applications may not require a high level of coverage. A ratio 
of the number of mobile nodes to the number of fixed nodes 
may be determined according to the coverage request level of 
the application.  

There are many studies that find coverage holes. It is 
determined whether the sensor node is a boundary node by 
connecting the sensor nodes in a Delaunay triangle or 
Voronoi polygon structure or by applying geometric features 
between neighbors. When a sensor node is identified as a 
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boundary node, a coverage hole is found in the sensor 
network by verifying the geometrical features of polygons 
with neighboring boundary nodes[7-10]. In these methods, 
sensor nodes perform complex calculations based on location 
information between neighbors in order to construct a 
polygon, and a coverage hole boundary node performs 
complex calculations and procedures to determine whether a 
coverage hole is the same as a neighboring hole boundary 
node. In these methods, after performing the coverage hole 
discovery procedure, a procedure for coverage recovery is 
additionally performed. 

This study does not separate the process of discovering and 
recovering a coverage hole in a sensor network, but recovers 
a coverage hole by determining whether the sensor node itself 
is a node inside the sensor network or a node at the edge of 
the coverage hole. The hole boundary node uses the distance 
from the neighboring boundary node as the base, and 
calculates the vertex of an isosceles triangle using the double 
sensing radius as the hypotenuse, and provides it as the 
location of the mobile node to be added.  

The sensor node examines whether the connection line of 
its one-hop neighbor node has a closed or open line structure 
to determine whether it is a hole boundary node. If the 
connection line of the one-hop neighbor node has an open 
line structure, the sensor node determines itself as a coverage 
hole boundary node. Compared to previous methods, the 
proposed method discovers a coverage boundary node and 
recovers a coverage hole in a very simple and intuitive way.  
The structure of this paper is as follows. Section 2 introduces 
related research, and section 3 describes the proposed 
coverage hole discovery and recovery technique. Section 4 
shows the superiority of the proposed technique through 
performance evaluation with existing techniques, and finally, 
section 5 presents the research results of this paper. 

II. RELATED RESEARCH

Li [7] proposed a method for discovering coverage hole 
boundary nodes by configuring sensor nodes in a Delaunay 
triangle in a sensor network. A sensor node recognizes its 
own position and the position of a one-hop neighbor node, 
and constructs a Delaunay triangle with neighboring nodes 
based on the distance and angle between the neighbors. This 
process is performed by all sensor nodes in the entire sensor 
network. To construct the Delaunay triangle, the sensor node 
constructs a triangle in which the largest interior angle among 
the circular neighboring nodes is the smallest. When a sensor 
node has a radius of the circumcircle of its own Delaunay 
triangle that is greater than a sensing radius of the sensor 
node, a sensor node constituting the Delaunay triangle is 
regarded as a Hall boundary node. In fig. 1, s1, s2, and s3 are 
one-hop neighbor sensor nodes, and a, b, and c are the 
distances between sensor nodes. S is the area of the Delaunay 
triangle, R is the radius of the Delaunay triangle 
circumscribed circle, and r is the sensing radius of the sensor 
node. Since the area of the circumcircle of the Delaunay 
triangle is expressed as abc/4R, the sensor node can 
determine whether it is an inner node or a boundary node 
constituting a coverage hole in the corresponding Delaunay 
triangle. 

(a) r is greater than R             (b) r is less than R

Fig. 1. Relationship between the circumcircle radius R of the Delaunay 
triangle and the sensing radius r 

In order to discover the coverage hole to which the 
coverage hole boundary node belongs, it checks whether it 
has a special geometric characteristic with the neighboring 
hole boundary node and proceeds with the process of 
identifying the coverage hole.  

Ma[8] proposed a method for sensor nodes to discover a 
coverage hole based on information about their two-hop
nodes. A sensor node divides its two-hop neighbor nodes into 
an upper node group and a lower node group based on the 
y-axis, aligns the nodes in each group based on the x-axis 
value, and forms a triangle for itself and the other two 
neighboring nodes. When the radius of the circumscribed 
circle of the triangle is greater than the sensing radius and the 
center of the circumscribed circle is not included in the 
sensing region of the neighboring node, the corresponding 
node is determined as a coverage hole boundary node. In fig. 
2, the upper node group of sensor node s1 includes sensor 
nodes s2, s3, and s4, and the lower group includes sensor 
nodes s5, s6, s7, and s8. Since the radius R of the circumscribed 
FLUFOH�RI�ǻV1s2s3 is greater than the sensing radius r, and the 
center of the circumscribed circle is not included in the 
sensing radius of any neighbor of the sensor node s1, the node 
s1 is determined as a coverage hole boundary node. 

Fig. 2. Relationship between the radius R of the triangular circumscribed 
circle of the neighboring sensor nodes and the sensing radius r 

In the study of Ghosh and Wand[9,10], the sensor nodes in 
the entire sensor network were configured in a Voronoi 
polygonal structure. When the center point of a Voronoi 
polygon is connected to the center point of a neighboring 
Voronoi polygon, it appears as a Delaunay triangle. In the 
study of Ghosh[9], when the size of the region not included in 
the sensing region in the region of the intersection of the 
region constituting the Delaunay triangle and its own 
Voronoi region is larger than a certain threshold ( r2, r is 
the sensing radius), it is determined that a coverage hole has 
occurred. In fig. 3(b), the gray area shows the coverage hole 
generation area for the Delaunay triangle area formed by the 
sensor node s4 with the neighboring nodes s1 and s2. When 
node s4 determines that a coverage hole has occurred in the 
region of intersection of s1s2s4 and Voronoi polygon, it is 
determined as the location of the mobile node to add the point 

Copyright ⓒ 2021 GiRI (Global IT Research Institute)

ICACT Transactions on Advanced Communications Technology (TACT) Vol. 10, Issue 1, January 2021 1400



of min(2r, d(v2, s4) on the bisector of v1v2v3.
In the study of Wand[10], if the distance between the 

sensor node and the furthest Voronoi vertex is greater than 
the sensing radius, it is considered that there is a coverage 
hole. In this case, the point of max( r, d(s4,v4)) on the 
straight line between the Voronoi vertex of the furthest 
distance and the sensor node is determined as the location of 
the mobile node to be added. 

(a) Voronoi polygonal structure      (b) Location of the mobile node to add 
Fig. 3. Constructing a sensor network with Voronoi polygons 

Existing studies require complex rules and calculations 
based on geometrical locations for sensor nodes to discover 
coverage holes. In order to implement this in an actual 
situation, a complicated procedure is required, and after a 
coverage hole is discovered, a procedure for recovering the 
coverage hole is additionally required. This study discovers a 
coverage hole in a sensor network in a very simple and 
intuitive way, and proposes a coverage hole recovery method 
that does not separate the coverage hole discovery process 
and the recovery process. 

III. DISCOVERY AND RECOVERY OF COVERAGE HOLES

This study proposes a technique for discovering and 
recovering coverage holes based on the connectivity structure 
of one-hop neighbor nodes. The proposed method assumes 
that sensor nodes are arranged at arbitrary locations, and that 
each sensor node recognizes its own location and location 
information of a one-hop neighbor node that exists within a 

transmission radius. If rs is greater than or equal to , it is 

assumed that rs >  is based on the feature that there is no 
sensing gap between one-hop neighboring nodes(rs : sensing 
radius, rc : transmission radius). 

Fig. 4. Model of sensing radius and transmission radius 

A. Coverage hole discovery 
A sensor node determines whether or not it is a boundary 

node of a coverage hole by determining the connectivity 
structure of its one-hop neighbor node. If the connectivity of 
the one-hop neighbor node is determined to be a closed shape 
structure, the node is not a boundary node of a coverage hole, 
and if it is determined as a closed shape structure, the node is 
determined as a hole boundary node. The coverage hole 
discovery process has two processes: a process in which a 

sensor node creates a one-hop neighbor node connection line, 
and a process in which the connection line determines 
whether the connection line has a closed shape structure. 

 One-hop neighbor connectivity 
7KH�VHQVRU�QRGH�EURDGFDVWV�D�μ+HOOR¶�PHVVDJH�LQFOXGLQJ�LWV�

,'��DQG�WKH�QRGH�WKDW�UHFHLYHV�WKH�μ+HOOR¶�PHVVDJH�UHFRUGV�WKH�

QHLJKERU�OLVW�LQ�WKH�μRQH-hop neighboU�OLVW¶��7KH�VHQVRU�QRGH�
EURDGFDVWV�D� μRQH�KRS�QHLJKERU¶�PHVVDJH� LQFOXGLQJ�D� μRQH�

KRS�QHLJKERU�OLVW¶��(DFK�VHQVRU�QRGH�KDV�D�μRQH-hop neighbor 
OLVW¶�IRU�LWV�RQH-hop neighbor node. In fig. 5, after the sensor 
QRGH� VHQGV� D� μ+HOOR¶� PHVVDJH�� QRGH� ��� KDV� D� μone-hop 
QHLJKERU�OLVW¶����������������!��DQG�QRGH����KDV�D�μRQH-hop 
QHLJKERU�OLVW¶������������������������!��$IWHU�WKH�VHQVRU�QRGH�

EURDGFDVWV�WKH�μRQH-KRSH�QHLJKERU¶�PHVVDJH��QRGH����KDV�D�

μRQH-KRS�QHLJKERU�OLVW¶�RI�QRGHV�������������DQG�����DQG�QRGH�
30 haV�D�μRQH-KRS�QHLJKERU�OLVW¶�RI�QRGHV���������������������
and 39. This is shown in table 1. 

Fig.5. Constructing a sensor network with Voronoi polygons 

TABLE I 
UNITS FOR MAGNETIC PROPERTIES

One-hope 
neighbors of 

node 29 
List of one-hope 

neighbors of node 29  
One-hope 

neighbors of 
node 30 

List of one-hope 
neighbors of node 30  

28 {17, 18, 27, 29, 30} 27 {19, 20, 28, 30, 31} 
30 {27, 28, 29, 31, 38, 39} 28 {17, 18, 27, 29, 30} 
39 {29, 30, 38, 40, 43} 29 {28, 30, 39, 40} 
40 {29, 39, 41, 57} 31 {25, 26, 27, 30, 32, 38} 

38 {31, 32, 37, 39, 43} 
39 {29, 30, 38, 40, 43} 

The sensor node creates a neighbor node connection line 
EDVHG�RQ�WKH�μRQH-KRS�QHLJKERU�OLVW¶�RI�WKH�RQH-hop neighbor 
node. To determine the starting node of the neighbor node 
connection line, one of its neighbor nodes with the smallest 
number of one-hop neighbor nodes is selected. The node 29 
designates the node 40 having the smallest number of 
one-hop neighbor nodes among its neighbors as the starting 
node of the neighbor node connection line. Node 30 
designates node 29 with the smallest number of one-hop 
neighbor nodes among its neighbors as the start node of the 
neighbor node connection line.    

After checking whether a one-hop neighbor of the 
UHIHUHQFH� QRGH� H[LVWV� LQ� WKH� μRQH-KRS� QHLJKERU� OLVW¶� RI� WKH�
starting node of the connection line, if it exists, the node is 
GHVLJQDWHG� DV� WKH� QH[W� FRQQHFWLRQ� QRGH�� ,Q� WKH� μRQH-hop
QHLJKERU�OLVW¶�RI�QRGH�����VLQFH�QRGH����LV�D�RQH-hop neighbor 
of reference node 29, node 39 is designated as the next 
connection node, and the connection line of node 29 is 
connected to <40-��!��,Q�WKH�μRQH-KRS�QHLJKERU�OLVW¶�RI�QRGH�
29, since node 28 and node 39 are one-hop neighbors of the 
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reference node 29, any node 28 among the two nodes is 
designated as the next connection node, and the connection 
line of node 30 is connected to <29-28>.

If there is an additional one-hop neighbor of the reference 
node in the one-hop neighbor list, the node is connected in the 
opposite direction of the connection line. For the connection 
OLQH�RI�QRGH�����LQ�WKH�μRQH-KRS�QHLJKERU�OLVW¶�RI�QRGH�����WKH
node 39 that is a one-hop neighbor relationship with the 
reference node exists in addition to node 28, so the 
connection line of node 30 appears as <39-29-28>.  

'HVLJQDWH�WKH�ILUVW�QRGH�RI�WKH�FRQQHFWLQJ�OLQH�DV�WKH�μILUVW�

QRGH¶� DQG� WKH� ODVW� QRGH� DV� WKH� μHnd QRGH¶�� ,Q� WKH� μRQH-hop 
QHLJKERU� OLVW¶� RI� WKH� μHQG� QRGH¶�� D� QRGH� ZLWK� D� RQH-hop
neighbor relationship with the reference node is found and 
connected to the connecting line repeatedly. Through this 
process, the one-hop neighbor node connection line of node
29 is <40-39-30-28>, and the one-hop neighbor node 
connection line of node 30 is shown as <39-29-28-27-31>.   

When the connection line includes all the neighboring 
nodes of the reference node, the connection line creation 
process is terminated. If not, the connection process is 
repeated for the μfirst node¶ of the connection line, and this 
process is repeated until all one-hop neighboring nodes of the 
reference node are included.  

Since the one-hop neighbor connection line of node 30 
does not include all the neighbors of node 30, it is checked 
whether a one-hop neighbor node of the reference node exists 
in the one-hop neighbor list of node 39 and the μfirst node¶ of 
the connection line. Since node 38 exists, when connected to 
the connecting line, the connecting line of node 30 appears as 
<38-39-29-28-27-31>.  

 One-hop neighbor connectivity 
 The sensor node determines whether the structure of the 

one-hop neighbor node connection line is a closed figure or 
not. When the structure of the connection line is a closed 
diagram, the sensor node is determined as an internal node. 
When the structure of the connection line is not a closed 
diagram, the sensor node is determined as a boundary node of 
the coverage hole. When the μfirst node' and μend node¶ of a 
one-hop neighbor node connection line have a one-hop 
neighbor relationship, the neighbor node connection line has 
a closed shape structure. The one-hop neighbor node 
connection line of node 29 is <40-39-30-28>, and the μfirst 
node¶ 40 and μend node¶ 28 are not one-hop neighboring 
nodes, so the connection line does not have a closed shape 
structure. As a result, node 29 is determined as a coverage 
hole boundary node. The connecting line of node 30 is 
<38-39-29-28-27-��!�� DQG� VLQFH� μILUVW� QRGH¶� ��� DQG� μHQG�
QRGH¶� ��� KDYH� D� RQH-hop neighbor relationship, the 
connecting line has a closed shape structure. As a result, node 
30 is determined to be an internal node, not a boundary node. 

B. Coverage hole recovery 
If the sensor node itself is determined to be a boundary 

node, it proceeds with the process of recovering the coverage 
holH��$�ERXQGDU\�QRGH�VHQGV�D�μERXQGDU\�QRGH�QRWLILFDWLRQ¶�

message including its ID and location information. A 
ERXQGDU\�QRGH� WKDW� UHFHLYHV�D� μERXQGDU\�QRGH�QRWLILFDWLRQ¶�

message from a one-hop neighbor calculates the location of a 
mobile node to be added based on its own location and the 
location of the neighboring edge node. The position of the 

mobile node to be added is calculated as the vertex of an 
isosceles triangle with the two boundary nodes as the base 
and the double sensing radius (rs) as the hypotenuse. The 
vertices of an isosceles triangle are calculated by the two 
equations (1) and (2). 

(a) Sensor network model            (b) Isosceles triangle 
Fig. 6. Sensor network and mobile node locations to be added 

                (1) 

(2)

The borGHU� QRGH� VHQGV� D� μFRYHUDJH� UHFRYHU\� UHTXHVW¶�
message including the location of the mobile node to be 
added. Upon receiving the μcoverage recovery request¶
message, the mobile node moves to the nearest target location 
DQG� WUDQVPLWV� D� μFRYHUDJH� UHFRYHU\� UHVSRQVH¶� PHVVDJH�

including the moved location.  
In order to avoid redundant deployment of mobile nodes, 

WKH� PRELOH� QRGH� WKDW� UHFHLYHV� WKH� μFRYHUDJH� UHFRYHU\�

UHVSRQVH¶�PHVVDJH� IURP� D� GLVWDQFH� FORVHU� WKDQ� WKH� VHQVLQg
radius gives up its role in the sensor network and waits for the 
next round of recovery process.  

The coverage discovery and recovery process is repeated 
over several rounds until no coverage boundary nodes are 
found. Fig. 7 shows the coverage hole recovery process in a 
150 sensor nodes topology. Through the second round 
coverage hole recovery process, the coverage hole recovery 
process is completed.  Fig. 7(a) shows that 23 mobile nodes 
locations are determined in the first round coverage hole 
recovery. Fig. 7(b) shows 10 mobile nodes excluding 
overlapping locations. Fig. 7(c) shows that 11 mobile nodes 
positions are determined in the second round coverage hole 
recovery. Fig. 7(d) shows 5 mobile nodes elected by 
excluding overlapping positions. 

(a) Location of mobile nodes  
in the first round hole recovery  

(b) Location of mobile nodes 
excluding duplicate locations in the 
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first round hole recovery

(c) Location of mobile nodes  
in the second round hole recovery

(d) Location of mobile nodes 
excluding duplicate locations in the 
second round hole recovery

(e) Completion of coverage hole 
recovery

Fig. 7. Coverage hole recovery process 

IV. EXPERIMENTS

An experiment was conducted to verify the effectiveness 
of the proposed coverage hole recovery technique. The 
experimental comparison object used the bidding protocol 
and the sensing intersection-based hole recovery technique. 
Using C language, a transmission range of 20m, a sensing 
range of 15m (> ), and 150 nodes were placed in an 
arbitrary location in an area of 100m x 100m, and a control 
message of 512kbit and a data message of 2048kbit were 
used. 

Fig. 8 shows the results of comparing the bidding protocol, 
the sensing intersection-based method, and the proposed 
method as an experiment on the amount of computation 
according to rounds. Compared to the bidding protocol 
applying the geometric rule of Bornois polygons, the 
proposed method shows about 33% of the results, and about 
58% of the results compared to the sensing intersection-based 
hole recovery technique. As the round progresses, the amount 
of computation tends to decrease, and this is seen as a result 
of the decrease in the coverage area to be restored as the 
round progresses, and the reduction in the number of 
coverage hole boundary nodes. 

Fig. 8. Computational amount of coverage hole recovery 

Fig. 9 shows the results of the bidding protocol, the sensing 
intersection-based method, and the proposed method as an 
experiment on the amount of message transmission according 

to the coverage recovery rate. The proposed method shows a 
result of about 62% of message transmission compared to the 
bidding protocol, and about 81% of the result compared with 
the sensing intersection-based hole recovery technique.  

It is analyzed that as the coverage recovery rate increases, 
the amount of messages transmitted increases as the number 
of rounds increases to reach the coverage recovery rate. 

Fig. 9. Transmission amount of coverage hole recovery message 

Figure 10 shows the experimental results of the coverage 
recovery rate for the number of mobile nodes in the proposed 
method. The larger the number of mobile nodes, the greater 
the coverage recovery rate. 8 (about 5%), 15 (10%), and 23 
(about 15%) mobile nodes were applied. A lot of recovery is 
made in the first round, and as the rounds increase, a small 
increase in coverage recovery is shown. In the third round, all 
cases show a coverage recovery rate of 90% or more.  For the 
15% with the largest number of mobile nodes, 100% 
coverage is achieved in the third round. Since a mobile node 
is more expensive than a general sensor node, it is considered 
as an important factor for effective coverage recovery to 
determine the appropriate number of mobile nodes in 
consideration of the coverage recovery rate required by the 
sensor application. 

Fig. 10. Coverage hole recovery rate according to the number of mobile 
nodes

V. CONCLUSIONS

This study is a method of recovering a coverage hole in a 
sensor network. A sensor node determines whether it is a 
coverage hole boundary node or not based on the connection 
structure of one-hop neighboring sensors, and if it is 
determined as a boundary node, a method of recovering a 
coverage hole suggested. In order to recover the coverage 
hole, the boundary node determines the location of the vertex 
of an isosceles triangle with the distance from the 
neighboring boundary node as the base and the double 
sensing radius as the hypotenuse as the location of the mobile 
node to be added. The proposed coverage hole recovery 
technique recovers the coverage hole using a very simple 
procedure and formula compared to the existing method. In a 
randomized sensor network, coverage hole recovery is a very 
important factor for sensor application data reliability and 
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efficient networking, and the proposed method shows better 
performance in terms of complexity and message 
transmission compared to previous studies in experiments. 
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Abstract— In this paper, we present seven novel Max-Flow 

Min-Cut (MFMC) based algorithms that solve the flow routing 
problem in the Software Defined Network Controller. Our 
algorithms identify potential traffic bottlenecks using the 
MFMC cut, and they avoid the bottlenecks during flow route 
construction through their choice of the cut edge added to the 
route.  Our algorithms utilize either a random edge selection, a 
shortest path edge selection, or an edge capacity-based selection 
from the set of cut edges. Our simulation results show 
improvement in the network performance when using MFMC 
and shortest path edge selection compared to simple shortest 
path first algorithms, such that the mean wait time is reduced 
by 15.1%, the mean slowdown is reduced by 5.1%, reducing the 
maximum completion time by 9.6%, and increasing the mean 
throughput by 18.3%. Therefore, by explicitly considering 
congestion in routing decisions, better network performance is 
achieved. 
 

Keyword— Heuristic algorithm, Peer-to-peer computing, 
Routing, Software defined networking. 
 

I.  INTRODUCTION 
OUTING in computer networks is a fundamental process 
for finding a communication path that connects two end 

points in the network for data transfer. The routing process is 
recognized as an essential factor in solving the network 
performance problem. In traditional networks the two main 
functionality of routing is coupled in the router, however, in 
the new network layer paradigm, the Software Defined 
Networking (SDN), the network functionality is decoupled in 
two separate planes of operation: the control plane and data 
plane [1]-[4].  
     Benefiting from the SDN global view, the control plane 
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runs the routing algorithms to find path for each flow in the 
network. Once the path is defined for the flow, the 
forwarding plane uses that path to deliver the data from one 
end to another through network switches [5]. 

With the increase use of Virtual Private Networks (VPNs), 
secured communications with Transport Layer Security 
(TLS), along with the high demand of sending video files, 
which consume the network bandwidth and dominate the 
network traffic, have highlighted the importance of flow 
routing problem. In this type of traffic, they demand that all 
packets follow the same path from source to destination. 
Using Software Defined Networks (SDNs) enables 
end-to-end routing of flows through its global view which 
result in optimizing a given objective function such as 
maximizing the mean throughput [6]-[9].  

The end-to-end flow routing problem is defined as follows. 
Given a network graph  such that each edge   is 
with a capacity  where c  Z+, meaning only c flows may be 
sent at a time on that edge. Having a set of flows  where 
each flow fi  has a given number of packets and a release 
time , non-preemptively route all flows in  on  to 
optimize the objective function.  

The Shortest Path First algorithms (SPF) are most 
commonly used in end-to-end flow routing [10][11], 
however, due to their lack of explicitly considering 
congestion when routing causes network performance 
degradation in a high load traffic. Therefore, we present our 
Max-Flow Min-Cut based algorithm which is capable of 
explicitly considering congestion in routing decisions. The 
SPF algorithms are based on either statically or dynamically 
calculate the path with shortest distance or minimum number 
of hops. The static shortest path is a topological shortest path 
that ignores path capacity availability. Moreover, the 
dynamic shortest path is more logical in considering the edge 
capacity availability at the time of flow released before 
assigning a flow on it [12].       

In a network with high traffic flow demand which place 
these flows over edges with limited capacity, such that the 
flow demand exceeds the edge capacity, consequently causes 
congestion in the network, i.e., bottleneck arise. In the Static 
Shortest Path (SSP) algorithm, the flows between any two 
ends will always take the short path regardless of available 
capacity, while for the Dynamic Shortest Path (DSP) 
algorithm, the algorithm finds the shortest available path 
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which considers congestion implicitly during the flow release 
time. However, flows placed on these kinds of paths in a high 
traffic flow causes bottleneck problem which means that 
these flows are most likely going to be sharing same 
segments of the path in the network. This indicates the need 
for a routing algorithm that considers congestion explicitly to 
minimize this problem.   

The Max-Flow Min-Cut (MFMC) algorithm, with a 
polynomial time complexity, is capable of identifying the 
minimum set of edges in the network; such that by their 
removal the source node is disconnected from the destination 
[13]-[15]. We present a suite of algorithms (MC) that utilize 
the MFMC algorithm in partitioning the network into two 
sub-networks, where the first one has the source whereas the 
other has the destination, by explicitly identifying the 
bottleneck edges that is represented by the minimum number 
of edges which hold the maximum possible flow across the 
cut. The MC algorithms runs the MFMC algorithm 
recursively and chooses one edge from the cut set to be part 
of the path in each run which consequently construct a path 
that connects the source node to the destination. By repeating 
the process of slicing the network using MFMC algorithm, 
we are explicitly identifying the bottleneck edges in the 
network through path construction process.  

We evaluate all of our variant MC algorithms in our 
simulation by comparing the result of our measured objective 
functions to the results obtained by variant shortest path 
algorithms. These simulations evaluate our algorithms under 
different flow size distributions and under high load 
networks. The Shortest Path algorithms we evaluated are: 
shortest path with minimum hops, shortest path with 
minimum distance, and the shortest path based on the least 
congested links. In our evaluations, we adopted two types of 
each SP algorithm, either a static algorithm or dynamic which 
consider edge availability when routing. The SP variant 
algorithms are: Dynamic Shortest Path with Minimum Hop 
(DSP-mh) and Static Shortest Path with Minimum Hop 
(SSP-mh), Dynamic Shortest Path with Minimum Distance 
DSP-md and Static Shortest Path with Minimum Distance 
SSP-md, and the invert version of that which is the Shortest 
Path based on the least congested links, DSP-inv and SSP-inv.  

The end-to-end routing problem is simulated as a 
non-preemptive routing with no clairvoyant, where the flow 
size is only known once released. Moreover, different 
variations of the problem were as simulated based on network 
topology (Barabasi Albert, Mesh), release time 
(identical/arbitrary), flow size distribution (Pareto/Gaussian). 
Our results showed improvement in minimizing the mean 
wait time by 15.1%, the mean slowdown by 5.1%, the 
maximum completion time (makespan) by 9.6%, and 
maximizing the mean throughput by 18.3%. These results 
highlight the need to consider other algorithms other than SP.  

Our Max-Flow Min-Cut based algorithm (MFMC) proved 
to improve our evaluated objective functions in the evaluated 
networks. Therefore, we conclude that by explicitly 
considering network congestion in routing decisions yield 
better performance.   

The remainder of this paper is organized as follows.  We 
cover the relevant related work in Section . The Max-Flow 
Min-Cut routing algorithm is presented in Section . In 
Section we introduce the simulation environment. In 

Section  we present the simulation results and analysis of 
our algorithm. We draw a summary and conclusions in 
Section . 

II. RELATED WORK 
End-to-end routing algorithms in the traditional network 

routers base picking the next hop on their routing tables. 
Different algorithms for end-to-end routing were designed 
based on various criteria such as: bandwidth capacity and 
delay propagation [16][17], minimize end-to-end delay 
[18][19], minimize energy consumption [20]-[22], and 
minimize congestion [23]. All of which work on improving 
the network performance through end-to-end routing 
algorithms. 

One of the oldest routing algorithms is the Shortest Path 
algorithm SP which was designed by Richard Bellman and 
Lester Ford as the Bellman-Ford algorithm in 1958 [24] and 
Edsger W. Dijkstra as the Dijkstra algorithm in 1956 [25]. 
Many network routing algorithms have been developed based 
on finding the shortest path as part of their algorithm, such as 
the Widest Shortest Path (WSP) [26] which finds all short 
paths and picks the path with the widest bandwidth. 
Moreover, the Shortest-Widest Path [27] is the opposite of 
the (WSP), where all edges less than the required bandwidth 
capacity are removed then the shortest path is selected using 
Dijkstra’s algorithm.  

There are two variations of any shortest path algorithm 
based on considering the network link state or not which is 
referred to as the static shortest path or the dynamic shortest 
path algorithms. The Static Shortest Path (SSP) calculates the 
path using the topological state of the network which ignores 
the links availability; however, the Dynamic Shortest Path 
algorithms consider the link state in their calculations. 
According to Chang H. S. et al. [28], the static algorithm 
minimizes the overhead of requesting updated link states, 
however, the dynamic approaches are far superior than static 
approaches.  

In an arbitrary network, routing a set of arbitrary flows 
over it demands applying routing algorithms which are 
capable of achieving the goal of utilizing the network 
bandwidth. Routing algorithms usually are either based on 
using static link cost or dynamic link cost. For the static link 
state algorithms, for instance the Minimum Hop Routing 
Algorithm (MHR) [29][30] and Static Shortest Path 
Algorithm (SSP) [31], are finding short paths as on the 
minimum number of hops to reach the destination or as the 
shortest distance, however, they do not consider bottleneck 
congestion in their calculations.  

In Software Defined Networks, these types of algorithms 
are preferable in case minimizing the update messages 
overhead of the link states between the controller and the 
network switches is under concern. However, these 
algorithms congest the network by neglecting the fact of link 
availability while routing through sending flows with same 
source and destination over the same path. Akin and 
Korkmaz [32] listed some of the dynamic shortest path 
algorithms which are based on considering link bandwidth 
availability, dynamic link cost algorithms, such as Dynamic 
Shortest Path (DSP). Even though the dynamic link cost 
algorithms would cause overhead communications by 
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sending link state update messages with the network switches 
in the SDN network, with known flows these algorithms 
utilize network bandwidth and balance load. In the online 
flow setting where the future flows are not known, their 
performance is not guaranteed. Our work is an extension of 
the line of research in the end-to-end routing problem with 
known flows in SDN controlled networks where we compare 
our proposed algorithm with the DSP and MHR algorithms. 

In a huge network such as the World Wide Web, flows 
tend to be heavier tailed with an approximately ( =1) [33]. 
Self-similarity traffic tends to be heavy tailed distribution file 
size, proved by Park K. et al. [34].  Consequently, that 
self-similarity effects the network performance. The Pareto 
flow size distribution is a one common heavy tailed 
distribution and for that we adopt it when we generate our 
flows in the simulation to evaluate our novel MFMC 
algorithm. 

The network layer fragments large data files before 
transmitting them to fit the packet frame which does not 
exceed the Maximum Transfer Unit (MTU). The larger data 
size the more packet frames created to transfer that data. 
Previous studies shown that the packet size effect the network 
performance, where the size of a packet can degrade the 
throughput once it exceeds its dedicated packet size [35].  
Since the space allocation for that packet to be transferred 
may be doubled in size which waste an unused space 
allocation. For instance, for a packet frame size of 10 and a 
flow size of 12 the MTU will cause the flow to be fragmented 
in two frames where the second one has 8 unused spaces, 
which doesn't utilize network resources. According to Lin et 
al. [36] sending large files over the network while 
maintaining high quality of service, one must select an 
intelligent routing and scheduling algorithms for fast transfer 
and better network utilization.  

The shortest path algorithm has been widely adopted with 
both traditional networks and SDN controlled networks. 
Since it is widely applied in many routing algorithms, we 
choose to compare our algorithm performance to it. 

 
 

III. MAX-FLOW MIN-CUT ROUTING ALGORITHM 
In the 1950s, Ford Fulkerson and Elias-Feinstein-Shannon 

[37] developed the Max Flow Min Cut (MFMC) theory. 
Researchers since then have worked on a lot of algebraic 
topology versions made of MFMC [38][39]. The MFMC 
algorithm runs in polynomial time with a complexity 
measured by the number of edges E multiplied by the 
maximum number of flows f*, represented by (O(E f*)). To 
find the min cut edges in a graph of 50 nodes, assume each 
node sends out 10 flows, it is expected to consume 122 ms on 
a Microchip PIC at 5MIPS, while in a graph of 1000 nodes it 
is expected to consume 49.95 ms on Intel Core i7 with 
100,000 MIPS [40]. 

Routing flows in a network is performed in two folds: 
choosing which flow to route from the flow set and then find 
a path to route that flow over it. Picking a flow from the flow 
set in our simulation is based on picking the shortest flow 
first to process and in case more than one flow have the same 
flow size then we pick one of them randomly. Considering 
consistency in our algorithm’s evaluation, we use the same 

flow pick order across the evaluated algorithms. After 
picking a flow, the next process step is defining the path for 
that flow where we use our novel Max-Flow Min-Cut 
(MFMC) algorithm [41][42]. 

A general description of our MFMC algorithm is defined 
in Algorithm 1. Our algorithm is based on a recursive process 
of slicing the network graph by removing the edges in the cut 
set. The edges in the cut set represent the minimum number 
of edges which with their removal the graph gets 
disconnected. By picking one edge from the cut set in each 
loop we construct the path. We base our edge selection on 
one of these categories: random selection, shortest path 
selection, and capacity-based selection.  

In an arbitrary network, to find a path that connects 
between two nodes (s, d), we use our Max-Flow Min-Cut 
routing algorithm as defined in Algorithm 1. Given {G} as an 
undirected graph and a flow fi to be routed over G, 
furthermore, knowing that the set Cut holds the minimum 
number of edges with the maximum flow obtained by 
following the min cut algorithm, the list path holds the 
selected edges from each cut set which defines the flow path 
from the source node s to the destination node d for the flow 
fi.    
Algorithm 1 General Min-Cut Routing Algorithm 
1: find a path in G from source s to destination d. 
2: Input: undirected graph G and a flow fi=(s,d) 
3: Output: a path in G for fi that connects s to d. 
4: function: FIND PATH IN GRAPH (G,f,path) 
5:      if {Connectivity(fs,fd)} =False then 
6:           return path = Null 
7:      else 
8:           Cut= get minimum edge cut between (s,d) 
9:           Partition G into G` and G`` by removing edges in 

cut from G. 
10:          pick edge e=(e1,e2) from cut. 
11:         append e to path list 
12:         if (fs,fd) ==e then 
13:              return path      
14:         else 
15:              set new fs = e2 and new fd =e1 
16:              set f`=( fs ,new fd) and f``=( new fs ,fd) 
17:         if G` >1 then 
18:              FIND PATH IN GRAPH (G`,f`,path)   
19:         if G`` >1 then 
20:              FIND PATH IN GRAPH (G``,f``,path)   
 

In our recursive process of cutting the network edges, 
during each step we result in having a set of edges each one 
could be a possible edge within the path. Our suit of 
algorithms MFMC have variant variations based on the edge 
selection criteria used for each algorithm. In this paper we 
present seven different variations as stated in Table . 

In our variant variations of MFMC, we are constructing 
different paths based on the edge selection criteria adopted by 
the algorithm. In random based selection algorithms, MC1 
and MC2, the edge selection criteria from the cut set are 
based on randomness. However, algorithm MC1 does not 
consider cycles within the process and remove cycles after 
constructing the path, while MC2 removes any edge that may 
cause cycles from the candidate edges in the cut set. 

In shortest path selection algorithm, the MC3, the edge that 
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is selected from the cut set is the edge that leads to an 
available shortest path. The difference between a path 
constructed by this algorithm and a DSP-md is that MC3 
explicitly consider capacity availability when routing which 
reduce network congestion caused by high traffic demand.  
 

Table I  
Edge selection criteria 

Algorithm Edge selection criteria 
MC1         

         
MC2             

 
MC3           

 
MC4         

 
MC5         

 
MC6         

MC7         

 
The third category in our edge selection-based criteria is 

capacity-based selection. We have four variant algorithms 
based on this category: MC4, MC5, MC6, and MC7. When 
considering edge capacity, we have another two 
classification which consider static edge capacity or dynamic 
edge capacity. In the static edge capacity, we select the edge 
with minimum capacity with MC6 algorithm and we select 
the edge with maximum capacity with MC7. However, in the 
dynamic edge capacity, we consider the available remaining 
edge capacity of an edge in the cut set. Furthermore, choosing 
the edge with minimum remaining capacity is MC4 
algorithm and choosing the edge with maximum remaining 
capacity is MC5. The MC6 and MC7 algorithms consider the 
edge capacity, regardless of available amount of capacity at 
the time of the cut, where MC6 select the edge with the 
minimum capacity in the cut set while MC7 selects the one 
with maximum capacity. When an algorithm considers the 
edge capacity, it is actually considering the most congested or 
the least congested. When routing using MC4 the flows tend 
to use the remaining capacity available of an edge to send the 
flow over it while in MC5 the flow tends to load balance by 
sending the flows over the least congested paths. 

 

IV. SIMULATION ENVIRONMENT 
In our simulation, the network is modeled as an undirected 

graph , where the set of nodes  are connected by 
edges from the edge list . Each edge is 
characterized by two nodes  and hold a capacity 

. The flows are in our model are defined by the set 
flows , where each fi F is characterized by a source node 
indicated as  and the destination node by . The flow 
path which connects  to  is defined by the set  where 

 The path bandwidth is 
indicated by  which defines the minimum edge 
capacity in the path .  

Two network topologies are simulated to evaluate the 
proposed algorithms, the Max-Flow Min-Cut suit of 
algorithms MFMC, the Mesh network and the Barabasi 
Albert network. The Mesh network, modeled as graph , is 

the network where in general each node  is connected to at 
least one node in . The full connected mesh network is the 
mesh network where each node  is connected with every 
other node in  and it has an edge degree of , otherwise 
we call it partial connected mesh network. We simulate a 
partial connected mesh network which gives a distinctive 
result in calculating an objective function such as 
maximizing the mean throughput compared to the full 
connected mesh, therefore, we choose the partial connected 
mesh network with an edge degree of . 

The second network topology we simulate is the Barabasi 
Albert (BA) network which is based on generating networks 
with power law degree distribution. The power law degree 
distribution starts with a minimum two nodes n1 and n2 then it 
starts to expand by adding one node at a time with a degree of 

, where  Every new node has the choice to be 
connected with another with higher degree in the network 
which highlight node popularity or most visited [40].  

The MFMC algorithms are evaluated over these 
two-network topology, the partial connected Mesh and the 
Barabasi Albert network. Our simulator is developed in 
Python language and to generate our network graphs, we 
have used the NetworkX library1  to develop graph nodes and 
edges and used its built-in functions to maintain the graphs. 
The network size ranges from 10 to 50 nodes and the edges 
capacity are generated randomly, where each edge capacity  
is bound by  The flows are generated randomly 
by randomly selecting a source node  and a destination node 

 in a uniform distribution.   
The problem, as defined earlier, with having a network 

graph  and a set of flows  we need to non-preemptively 
route those flows over  such that we optimize a set of 
defined objective functions. These objective functions are 
defined in Equations (1) to (5). The source node is 
represented as  and the destination as . The time is , which 
is measured in unit time, therefore, flow release time is 
denoted by  flow completed or finished time by and the 
maximum completion time by  The minimum travel 
time between  and is denoted by  as defined in Equation 
(1), and the flow size and path length are denoted by  and

, respectively. Our simulated objective functions 
represent an optimization factor which calculates network 
performance such as: the mean wait time representing 
average delay rate WT, the mean throughput TH, the mean 
slowdown SD, the mean makespan MS, and the maximum 
completion time (max(MS)).   

 
Tti   = l(fi) + l(pi) - 1                       (1) 
WTi  = Fti – Rti - Tti                       (2) 
MSi = Fti - Rti                       (3) 
THi = l(fi)/(Fti – Rti)                          (4)  
SDi = (Fti – Rti)/Tti                       (5) 
 
In our simulation each node in the graph could be either a 

source node, a destination node or a router. Flows are 
generated randomly by randomly picking a source node and a 
destination node and define its release time either randomly 
or all flows release times are set to zero. The size of each flow 
is defined by either a Gaussian distribution or Pareto 
 

1 https://networkx.github.io 
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distribution. The parameters for the Gaussian distribution are 
set as  and  and for the Pareto distribution, to 
represent very long flows as large files in the network, is set 
as ( =1).   

The algorithms, the MFMC suit of algorithms and the 
Shortest Path SP algorithms, are evaluated under different set 
of problem scenarios. Under different network topology, the 
flows could be generated with all release times set to zero 

 to evaluate the algorithms under a huge burst of 
flows in the network, otherwise, flows are released in 
arbitrary times set by a uniform distribution where In 
both scenarios the flow size is set by either a Gaussian flow 
size distribution or a Pareto flow size distribution.  

In simulating a non-preemptive scheduling problem with a 
non-clairvoyant constrain, we simulate an uninterruptible 
flow packets sequence where the flows are not known before 
they are released. In the non-clairvoyant we hold no 
knowledge of the future network flows in advance, therefore, 
the flows are visible to the scheduler once they are released. 

 

V. RESULTS AND ANALYSIS 
Our Max-Flow Min-Cut based routing algorithm MFMC is 

evaluated within different problem variations based on the 
network and flow characteristics. MFMC is evaluated against 
different Shortest Path algorithms which consider short in 
number of hops or short in distance. These shortest path 
algorithms are noted as: (SSP-md/DSP-md), which calculates 
the Static/Dynamic Shortest Path based on minimum 
distance, (SSP-mh/DSP-mh), which calculates the 
Static/Dynamic Shortest Path based on minimum hops, and 
(SSP-inv/DSP-inv) which chooses the most congested path in 
the network by applying Dijkstra's algorithm over the 
inverted edge weights. With this kind of evaluation in variant 
problem formulation, it gives clear evaluation of our 
algorithm performance.  

The performance of the algorithms was measured by the 
results of the underlying objective functions. We have 
evaluated four objective functions: We evaluated four 
objective functions: minimizing the Mean Wait Time, 
minimizing the Mean Slowdown, minimizing the maximum 
completion time (makespan) and maximizing the Mean 
Throughput.  

The performance of the dynamic routing algorithms 
performs better than the static algorithms because they take 
the network link states in consideration when finding the 
path. We have evaluated the performance of the three shortest 
path algorithms for both static state and dynamic. For 
example, in a Barabasi Albert network, as in Fig 1, we show 
the results of running the dynamic shortest path algorithms 
next to the static once in minimizing the mean wait time.  
In the results and analysis of our MFMC algorithms, we omit 
the static version of the shortest path algorithms for 
simplicity. Furthermore, we compared our MFMC suit of 
algorithms to each other where we have found that MC3 
performed better than the rest of MFMC algorithms. As an 
illustration we show in Fig 2, the mean wait time is 
minimized by MC3 on average more than the rest of MFMC 
algorithms by 28.2%, minimize the mean slowdown by 
7.24%, minimizing the maximum completion time by 18.5% 

and maximizing the mean Throughput by 5.93%. The MC6 
and MC7 algorithms in a sense are the static version of MC4 
and MC5 since they consider the minimum/maximum edge 
capacity instead of the minimum/maximum available edge 
capacity, therefore, for the rest of the analysis section we 
omit it from our figures for better visibility. Detailed analysis 
of these algorithms is stated in Table , where denote the 
mean wait time by (MWT), the mean slowdown by (MSD), 
the mean throughput by (MTH), and the maximum 
completion time by (Makespan).   
 

 
Fig. 1. Comparing the performance of Static Shortest Path (SSP) 
algorithms with the Dynamic Shortest Path (DSP) algorithms in 

minimizing the mean wait time 
 

 
Fig. 2. Comparing the performance of our MFMC suit of algorithms 

in minimizing the mean wait time 
 

maximizing the mean Throughput by 5.93%. The MC6 and 
MC7 algorithms in a sense are the static version of MC4 and 
MC5 since they consider the minimum/maximum edge 
capacity instead of the minimum/maximum available edge 
capacity, therefore, for the rest of the analysis section we 
omit it from our figures for better visibility. Detailed analysis 
of these algorithms is stated in Table , where denote the 
mean wait time by (MWT), the mean slowdown by (MSD), 
the mean throughput by (MTH), and the maximum 
completion time by (Makespan).   

In minimizing the mean wait time regardless of network 
topology we have found that our MC3 algorithm minimized 
the mean wait time more than the DSP-md, DSP-mh, DSP-inv 
on average by 18.4%, 11.7% and 15.3%, respectively. 

However, the remaining of the MFMC algorithms on 
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average have increased the mean wait time compared with all 
DSP algorithms by 16.4%. In addition, comparing the  

 
performance of the algorithms with different flow size  
distributions we have found that the mean wait time is 
minimized with flows with Pareto size distribution more than 
with flows of Gaussian size distribution by 20.6% and 16.1%, 
respectively.   

We illustration our results in the objective function 
minimizing the mean wait time with the example: having a 
Barabasi Albert network with arbitrary release time flows 
with Pareto flow size as in Fig 3. The Red line represent our 
MC3 algorithm and the gray lines represent the other 
variation of MFMC and we compare them to the dynamic 
algorithms, DSP-md, DSP-mh, DSP-inv.  

The analysis result in minimizing the mean slowdown we 
also found that MC3 algorithm minimized this objective 
function more than the DSP-md, DSP-mh, DSP-inv on 
average by 6.4%, 1.5% and 7.2%, respectively. Moreover, 
the mean slowdown is again minimized by Pareto flow size 
distribution more than Gaussian flow size distribution by 
8.4%, respectively. However, the remaining MFMC 
algorithms have increased the mean slowdown over all DSP 
on average by 5% as illustrated in Fig 4.   

With the aim to maximize the mean throughput, regardless 
of network topology, our analysis shows that our MC3 
algorithm has maximized the mean throughput more than all 
DSP on average by 18.3%. Moreover, comparing the results 
of this objective function between flows with Pareto size 
distribution and flows with Gaussian size distribution they 
both performed the same by 18.6% and 17.2%, respectively. 
However, MC1, MC2 and MC4 have not increased the mean 

throughput over the DSP, it has minimized it by 2.7%. As for 
MC5, MC6 and MC7, they maximized the mean throughput 
more than all DSP on average by 2.4%.   

 

 
Fig. 3. Mean wait time in Barabasi Albert network with arbitrary 

release time flows and Pareto size distribution 
 

We illustration our results in the objective function 
maximizing the mean throughput with the example: having a 
Barabasi Albert network with arbitrary release time flows 
with Pareto flow size as in Fig 5. The Red line represent our 
MC3 algorithm and the gray lines represent the other 
variation of MFMC and we compare them to the dynamic 
algorithms, DSP-md, DSP-mh, and DSP-inv.  

In minimizing the maximum completion time (makespan), 
regardless of network topology, we also found that our MC3 
algorithm minimizes the maximum completion time more 
than all DSP on average by 9.6%. Moreover, this objective 

Table II  
Comparing Max-Flow Min-Cut Algorithm to the Path Finding Algorithms 

Objective 
Function 

Network 
Type 

Flow Size 
Distribut-
ion 

Percent difference with DSP-md Percent difference with DSP-mh 
MC1
&2 

MC3 MC4 MC5 MC6 MC7 MC1&2 MC3 MC4 MC5 MC6 MC7 

Minimize 
MWT 

BA Gaussian 12.6% -14.5% 25.2% 8.9% 27.7% 24.8% 22.6% -7.0% 36.3
% 

18.6
% 

38.9
% 

35.8
% 

Pareto -5.6% -23.6% 7.5% -3.1% 2.6% 10.6% 10.7% -10.4% 26.1
% 

13.7
% 

20.4
% 

29.7
% 

Mesh Gaussian 37.5% -16.1% 36.9% 20.5% 28.5% 20.7% 26.0% -8.4% 49.5
% 

31.4
% 

40.2
% 

31.7
% 

Pareto -10.2% -25.1% 4.9% -4.7% 3.8% -4.2% 7.0% -10.7% 25.1
% 

13.6
% 

23.7
% 

14.2
% 

Minimize 
MSD 

BA Gaussian 1.8% -4.8% 6.6% 0.7% 6.7% 5.6% 4.5% -2.3% 9.4% 3.4% 9.6% 8.4% 

  Pareto -4.1% -7.3% -3.8% -4.9% -3.3% -2.5% 2.5% -0.8% 2.9% 1.8% 3.5% 4.3% 

 Mesh Gaussian 4.7% -5.9% 8.3% 3.1% 5.9% 2.9% 9.1% -2.0% 12.9% 7.5% 10.4
% 

7.2% 

  Pareto -2.9% -7.4% 1.1% -3.2% 2.4% -2.8% 3.8% -0.9% 8.1% 3.5% 9.5% 3.9% 

Maximize 
MTH 

BA Gaussian -5.2% 6.8% -3.7% 7.3% -1.9% -1.8% -8.9% 2.6% -7.5% 3.1% -5.8% -5.6% 

  Pareto 1.3% 15.6% 4.8% 9.4% 7.8% 8.5% -3.4% 4.5% -5.3% -1.1% -2.6% -2.0% 

 Mesh Gaussian -4.9% 7.8% -1.1% 7.1% 2.5% 3.3% -5.0% 7.7% -1.3% 6.7% 2.3% 3.2% 

  Pareto -4.2% 10.4% -1.3% 11.6% 1.8% 3.6% -9.6% 4.2% -7.0% 5.3% -4.0% -2.3% 

Minimize 
makespan 

BA Gaussian 7.1% -7.7% 11.1% 6.6% 14.4% 12.9% 11.8% -3.7% 16.0% 11.3
% 

19.1
%

17.8
% 

  Pareto 3.1% -5.3% 16.2% 3.11% 27.5% 11.1% 11.7% 2.5% 27.4% 11.7
% 

31.1
% 

20.3
% 

 Mesh Gaussian 29.3% -10.9% 11.8% -0.7% 16.4% 7.3% 36.7% -1.0% 24.2% 10.4
% 

29.2
% 

19.2
% 

  Pareto 21.8% -10.6% 8.2% -9.9% 10.3% -2.7% 28.8% -5.5% 14.3% -4.8% 16.5
% 

2.9% 
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function is minimized with flows of Pareto size distribution 
more than with flows of Gaussian size distribution by 18.2% 
and 7.5%, respectively. However, the remaining MFMC 
algorithms have increased the makespan over the DSP on 
average by 5.7%.  
 

 
Fig. 4. Mean Slowdown in Barabasi Albert network with arbitrary 

release time flows and Pareto size distribution 
 

 
Fig. 5. Mean Throughput in Barabasi Albert network with arbitrary 

release time flows and Pareto size distribution 
 

 
Fig. 6. Mean Maximum Completion Time in Barabasi Albert 

network with arbitrary release time flows and Pareto size 
distribution 

 
In Fig 6, we illustrate the results of minimizing the 

maximum completion time in a Barabasi Albert network with 
flows released in arbitrary times with Pareto flow size 
distribution. Again, the red line represents our MC3 
algorithm while the gray lines represent the remaining 

MFMC algorithms and we compare them to the dynamic 
shortest path algorithms as well. 

In our various simulations we have found that constraint 
on flows release time, wither arbitrary or identical, had no 
impact on the evaluation on our objective functions. 
Moreover, selecting the edge from the cut set in our MFMC 
algorithms based on being part of a minimum hop path 
optimized the network performance in minimizing the mean 
wait time, minimizing the mean slowdown, minimizing the 
maximum completion time and maximizing the mean 
throughput.    

VI. CONCLUSION 
In summary, we present seven Max-Flow Min-Cut 

(MFMC) based algorithms that solve the flow routing 
problem in the Software Defined Network Controller. The 
performance of end-to-end routing in the Software Define 
Network controllers can be maximized with the use of a 
routing algorithm that is fast and near optimal. These 
algorithms identify potential traffic congestion using several 
MFMC cut through their choice of edges in constructing the 
route to send flows over them.  The route construction 
mechanism is based on one of three categories: random 
selection, capacity-based selection, and shortest path 
selection. In random selection, the path is constructed by 
randomly picking edges from the cut set which our results 
didn’t show improvements in the network objective 
functions. However, with capacity-based selection the flows 
tend either to route through the most congested paths with 
minimum capacity or they tend to balance network load by 
routing through maximum edge capacity. In the third 
category, we considered shortest path-based algorithm where 
we have found that MC3 algorithm optimized the network 
performance, such that the mean wait time is reduced by 
15.1%, the mean slowdown is reduced by 5.1%, reducing the 
maximum completion time by 9.6%, and increasing the mean 
throughput by 18.3%. By comparing shortest path based 
selection to the capacity based selection, we found that MC3 
performed better which indicates that topology based 
decision is more important than capacity based in choosing 
an edge from the cut set. 

The evaluation results of our simulation showed that our 
novel Max-Flow Min-Cut (MFMC) algorithm with an edge 
selection based on shortest path which picks the edge in the 
cut set with minimum hops provides superior performance 
contrast to the Shortest Path SP algorithm variants. Using SP 
algorithms for network routing often degrade the network 
performance due to the bottlenecks it causes by sending most 
flows over the most congested links which minimizes the 
throughput and increase the slowdown. These simulations 
show that by explicitly identifying bottlenecks in a routing 
algorithm through the least available flows in the cut edges 
along with picking the edge that is part of potential shortest 
path yield better network performance. Our MFMC is 
capable to finding the path which result in significant 
improvement over the commonly used shortest path 
algorithms. We have demonstrated with our MFMC 
algorithms that choosing the edges that leads to shortest path, 
such as in MC3, yields better performance across a broad 
range network types and flow size distributions compared to 
a balanced or longer path approach.  
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