
 

 
 

(Pt9)Abstract— This research is concerned with the string vector based version of the KNN which is the approach to the text 
categorization. Traditionally, texts have been encoded into numerical vectors for using the traditional version of KNN, and encoding 
so leads to the three main problems: huge dimensionality, sparse distribution, and poor transparency. In order to solve the problems, 
this research propose that texts should be encoded into string vectors the similarity measure between string vectors is defined, and 
the KNN is modified into the version where string vector is given its input. The proposed KNN version is validated empirically by 
comparing it with the traditional KNN version on the three collections: NewsPage.com, Opiniopsis, and 20NewsGroups. The goal of 
this research is to improve the text categorization performance by solving them. 
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