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Abstract— In this paper, we propose an automatic speech recognition (ASR) framework for robust recognition in low-bitrate 

environments, developed within the context of machine listening. The framework integrates a pre-trained voice activity detector for 
silence removal, a generalized neural codec for efficient low-bitrate compression, and a neural post-enhancement module to refine the 
decoded signal prior to recognition by the ASR model. Unlike feature-based transmission systems tailored to specific tasks, this 
approach leverages generalized codecs to ensure broad applicability and compatibility with existing systems. The post-enhancement 
model, trained on paired clean and decoded speech, focuses on reducing spectral distortion and suppressing coding noise without 
relying on perceptual losses. Experiments on the LibriSpeech corpus demonstrate that the proposed framework achieves an average 
bitrate reduction of 12.53% while maintaining or improving recognition accuracy compared to baseline codec performance, achieving 
word error rates of 7.18% with Lyra and 6.65% with DAC. These results confirm the effectiveness of the proposed framework for 
machine-oriented speech communication under low-bitrate conditions. 
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