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Abstract—Cyber threat intelligence (CTI) text is large, heterogeneous, and difficult for analysts to summarize accurately. While 

Retrieval-Augmented Generation (RAG) improves factual grounding in large language models (LLMs), current systems typically rely 
on a fixed retrieval depth, causing unnecessary latency or inconsistent factuality. This paper addresses this challenge by introducing an 
adaptive retrieval agent that adjusts context size in real time using a retrieval-aware factuality metric, the Grounded Entailed Claim 
Score (GECS). Retrieval selection is cast as a cost–utility optimization problem, J = G − λτ , enabling the agent to balance factual gain 
(G) against computational cost (τ ) without modifying or retraining the underlying LLM. Experiments on two cybersecurity corpora—
structured NVD vulnerabilities and semi-structured MITRE ATT&CK narratives— show that the agent matches optimal fixed-depth 
performance on structured text while avoiding costly retrieval when factual benefits are limited. These results demonstrate that 
factuality metrics can serve as lightweight internal feedback signals for self-calibrating and cost-efficient RAG systems in real-world 
CTI workflows. 
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